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FINAL REPORT ON ONR GRANT NO. N00014-02-1-0754
PERIOD OF PERFORMANCE: 6/3/02 to 12/31/03

. Title of Project

The California Central Coast Research Partnership: Building Relationships,
Partnerships and Paradigms for University-Industry Research Collaboration.

Il.  Summary of Project

The mission of the California Central Coast Research Partnership (C°RP) is to facilitate
the exchange of knowledge and skills between the higher education sector and the private
sector in San Luis Obispo County, and to encourage the growth of high-tech companies
in the region, thereby enhancing economic development and quality of life. The
partnership is a long-term plan to create a dynamic and self-supporting university-
industry-government partnership that capitalizes on the strengths and mutual interests of
the educational and technology-based business sectors. The plan recognizes the key role
of higher education in preparing a highly skilled work force and transferring new
knowledge to practical uses. The outcomes of this partnership, when fully realized, will
be the expansion of current and the creation of new University technology R&D
activities; the development of existing technology-based businesses and the creation of
new ones; and the generation of opportunities for job training and research and
development activities for University and Community College students and faculty in
areas of interest to the Department of Defense and national security.

The project will eventually lead to the construction (with private financing) of a
technology park on the California Polytechnic State University campus that will provide
state-of-the-art space for private technology companies engaged in research and
development activities, as well as a business incubator that will provide all of the support
services needed by start-up, technology-based companies. At this stage, the project
involves planning, analysis, relationship-building and pilot research projects related to
development of the long-term partnership and its research foci.

I11.  Relevance to ONR Objectives
A Relevant partners.

C°RP represents a coalition of educational institutions, local, state and federal
government, and private businesses that have worked together in unprecedented fashion
to advance the common goals inherent in the proposed university-industry partnership.
The current partners in the project and their contributions include:

California Polytechnic State University
o committed the land for the project, valued at ~$1.5 million
0 provided assistance in financial management of the project



o contributed $90,000 for a pre-feasibility study by Bechtel
Corporation

o0 committed several hundred thousand dollars of in-kind
contributions of senior management time and effort over several
years; continues to do so

o invested ~$800,000 in efforts to raise additional funds for the

project
GEO, International (GEOgraphic Network Affiliates, International; a private
company)
o works pro bono with CRP on communications aspects of the
project

CENIC (Corporation for Educational Network Initiatives in California;
association of Internet2 universities in CA)

o works with Cal Poly and GEO to further the goals of the IEEAF
(see below), goals that will directly benefit C’RP

0 CENIC and AARNET, Australia's Academic and Research
Network (http://aarnet.edu.au) are working on a collaborative
effort with the fiber-optic carrier, Southern Cross, to implement a
trans-Pacific high-speed network connection (10 Gigabits/sec) that
will connect through the Cal Poly campus.

City of San Luis Obispo

o in partnership with Cal Poly has developed a carrier-neutral
fiberoptic ring around the city (see below for detail)

IEEAF (International Educational Equal Access Foundation; established by
GEO and CENIC)

0 is currently securing donations of virtual and physical
communications assets in at least 37 countries; some of these fiber-
optic assets will directly benefit this ONR project

National Science Foundation

o isworking with GEO, IEEAF, CENIC and other universities in the
United States to promote the goals of these organizations to
develop low-cost fiber-optic networks for the benefit of
educational institutions, non-profit organizations and local
communities.

Efforts are ongoing to secure new partners, including:

= National Center for Research Resources of the National Institutes
of Health

National Guard Bureau (federal)

California National Guard

National Interagency Civil-Military Institute (federal)
Governor’s Office of Emergency Services of the State of
California

= Major corporations



B. Strategic location.

New technological developments in San Luis Obispo related to the intersection of major
undersea and terrestrial fiber-optic cable networks on the central coast of California have
provided an exceptional opportunity to focus the research partnership initially on the
emerging technology area of global telecommunications. Linking the research partnership
to this burgeoning field has enabled us to recruit many of the important partners listed
above and will provide the strong affiliation between the educational and private sectors
that is the foundation for success in university-related technology parks. It will also open
new opportunities for federally supported research and development projects.

C. Relevant R&D focus.

Global telecommunications, particularly wireless, “over the horizon” communications, is
fundamental to many current and developing defense strategies, including the ability to
respond effectively to various forms of terrorist activities (including biological and
chemical warfare), and in situations that require large-scale humanitarian assistance and
disaster relief — areas which have become far more critical in the wake of the September
11, 2001 terrorist attack on American soil. It is also fundamental to the development of
the decision-support systems that underlie and are key to these strategies. Cal Poly’s
Collaborative Agent Design (CAD) Research Center is the architect and lead developer
of one of the first such systems: IMMACCS (Integrated Marine Multi-Agent Command
and Control System), with JPL, SPAWAR Systems Center and the Stennis Space Center
(NRL) as the other principal team members. Because of this, Cal Poly and the CAD
Research Center are poised to take the lead in the continued development of complex
decision-support systems and to develop a center of excellence in this area that will place
Cal Poly at the forefront of the field. The C*RP project has provided and will continue to
provide support for the CAD Research Center to continue, and expand, its work on on-
going projects like those completed for the MCWL, such as IMMACS, and the joint
MCWL-ONR ELB (Expanded Littoral Battlefield), ACTD (Advanced Concept Technical
Demonstration) project.

The scope of the C*RP project, however, is much broader than simply the continuation of
current projects of the kind described above. Command and control technology is
developing rapidly and will have nearly universal applications. The basis of this
technology is the ability to store “information” rather than “data”, a concept that is
fundamental to the capacity to utilize that information to support complex decision-
making. IMMACS is one of the first of such systems to use this concept, and has led the
field, but the bringing together of commercial and University research and development
through C3RP will lead to an explosion of applications and technological advances in this
arena.

In addition to telecommunications, many other research areas have been targeted for
development through C°RP. These have been selected because Cal Poly has demonstrated
or developing strengths in these areas. They include:



Agricultural and environmental biotechnology

Aerospace technologies

Rendering, animation and modeling

Software engineering

GIS and GPS applications in agriculture, biology,
architecture and engineering

Network hardware and software technology

Data processing

Remote sensing

Polymers and coatings

Electroptics

Power generation and distribution

Biological risk assessment and detection

Protection of the nation’s food and water supplies

Transportation disaster management and control

Telecommunications technologies

Photonics

Graphic communication technologies

Nano- and micro-technology

Computer engineering (small systems, peripherals,
custom applications)

Surveillance, logistics, command & control
support systems

e-Learning software development

Bio-engineering

Robotics

Magnetic levitation (transportation)

Risk assessment and prediction of fire terrorism

Environmental hazard assessment and detection

Seismic research

The majority of these research areas mesh with strategic initiatives identified by the
Office of Naval Research. Research and advanced development projects in these strategic
areas are being developed, often in collaboration with industry partners identified through
C*RP and recruited to join the partnership.

D. University-industry-government partnership.

The primary focus of this initiative is to forge a strong link between private sector R&D
and University applied research to speed the development of new knowledge and the
transfer of technology to the public and private sectors. San Luis Obispo has become a
draw for technology businesses (with a heavy concentration of software development
companies) from both the LA Basin and Silicon Valley. For example, SRI (Stanford
Research Institute), International operates a ""software center of excellence" in the city.
Branches of major corporations are also located nearby, for example, Sun Microsystems,
AutoDesk, and Sunbay Software. Lockheed-Martin has a research and development
group in nearby Santa Maria. At least one small local business is currently working on
defense contracts. Two local companies manufactured critical components for the Mars
rovers. Also located on the Central Coast are several government entities with whom we
are working to advance the goals of the C°RP project. These agencies have been listed on
p.2 and include NICI (the National Inter-agency Civil-Military Institute), as well as state
entities whose mission includes anti-terrorism training/response and response to large-
scale emergency situations (California National Guard and the Governor’s Office of
Emergency Services).

E. University strengths.

Cal Poly is a State university that has achieved national distinction as a polytechnic
university, with engineering and computer science programs ranked among the very best
undergraduate programs in the country. It is moving with vigor into the 21° century and
these characteristics have led it to orchestrate the research partnership effort and the
consortium of partners proposed herein. Cal Poly also has affiliations with CSA
(California Space Authority) and with VVandenberg Air Force Base, where it has offered
an M.S. in Aerospace Engineering by distance learning. The high bandwidth that will be



associated with the eventual physical site selected for the partnership will allow Cal Poly
to offer many more academic programs by distance learning to remote locations. In
particular, we will have collaborative agreements at cable-head locations around the
world (including Asia and Europe) that could make our programs available to military
personnel stationed almost anywhere in the world. This could be tied into training
programs for ONR and, if desirable, to training directly related to research projects.

In summary, the California Central Coast Research Partnership offers an unprecedented
opportunity to take advantage of a confluence of factors, including existing and potential
relationships, fortuitous and unique technological and economic developments in the
region, the particular strengths and expertise of the CAD Research Center, and a meshing
of the research and development interests of the University, the Office of Naval
Research, and the private sector. C3RP is the vehicle for fully realizing the benefits of
these common goals and synergies.

IV. Summary of Results During the Period of Performance

A. General.

This project was originally funded through an award from ONR in FY ’02, covering the
period September *01 through December *02. Accomplishments during this first award
period were described in a detailed report to ONR in March *03. The current award
began June 6, 2002 and ended December 31, 2003. Progress on this award is summarized
below. Detailed reports are presented later in this document.

An overview of accomplishments to date on the project follows:

e Research carried out by the CADRC (Cooperative Agent Design Research
Center), of particular interest to ONR and the Marine Corps, was again funded. A
detailed report on this project, Tools for Creating Mappings between Related
Ontologies, is provided later on in this document.

e Research carried out by the CADRC (Cooperative Agent Design Research
Center), of particular interest to ONR and the Marine Corps, was again funded. A
detailed report on this project, Tools for Creating Mappings between Related
Ontologies, is provided later on in this document.

e The project director and manager and numerous faculty met with Mr. Fred Belen,
in his capacity as a consultant for ONR. Mr. Belen made two visits to Cal Poly
(8/19 and 9/30-10/1/03) to discuss progress. Mr. Cliff Anderson, director of basic
research for the Marine Corps, accompanied him on the second visit. During that
two-day meeting, they met with dozens of faculty who discussed their currently
funded projects as well as proposed projects in areas of interest to the Marine
Corps and ONR.



New research has been developed and some research has been continued,
including the following projects, many with industry collaboration. They include
topics highly relevant to defense and national security. Detailed reports of the
results of these projects are presented in Section IV. B. of this report.

o Design Methodologies for Analog/Mixed Signal VLSI Systems Applied to
Infrared Focal Plane Arrays
o0 Optical Detection of Airborne Micrometer-sized Particulate Matter

0 Non-Linear Aircraft Simulation for Aircraft Test and Design

0 Heat Collection Element Glass to Metal Seal Redesign for Solar Power
Generation Plant

0 Range Sensing and Real-Time Registration

0 Development of an Autonomous Tactical Reconnaissance Platform

o Fast, Remote Infrared Spectroscopy of a Rocket Plume

o Correlation of Milk Composition and Fouling with Biofilm Formation and
Microbial Spore Production in Heat Exchangers

o0 Development of a Rapid Method for Detection of Early Spore Generation

Using Molecular Probes and Electro-chemical Luminescence

0 Access to the Central Coast’s Marine Environment through a Real-
time/Archived Data Interface

0 Network Performance Research

0 A Viable Remote-Sensing Multispectral/Hyperspectral Compression with
Region of Interest Prioritization Capability

o0 Construction of Tetrahedral Photonic Bandgap Crystal: Demonstrating
Three-Dimensional Self-Assembly Using DNA Linkage

o0 Development of Launch Interfaces for the CubeSat Program

Four projects received small amounts of funding to explore feasibility or to
complete work on projects previously funded:

o0 Development of Field Rechargeable Gas Mask Filters

o0 A Homogenization Approach to the Analysis and Design of Composite
Systems

0 Water Treatment with Manganese Oxide Biofilms

0 A Fault-tolerant Flight Controller Design

Significant enhancements have been made in information technology
infrastructure.

0 Internet2 connectivity was applied for, approved, and acquired for the
campus in November 2001, to support current and future research efforts.
Internet2 membership was continued and fiber-optic connectivity was
extended this year between Cal Poly and Cuesta College, enabling the
community college to have access to Internet2 for the purpose of
collaboration with Cal Poly.

o To ensure our flexibility to access fiber-optic carrier points of presence
and also to promote connectivity to City resources (e.g. City/County



Library), Cal Poly entered into a partnership with the City of San Luis
Obispo to install fiber-optic cable within City conduit. The work has been
completed and the enhanced access it ensures will be critical for certain
research applications, as well as for the viability of the technology park.
This project was accomplished without use of ONR funds.

0 CENIC (see above) and AARNET, Australia's Academic and Research
Network (http://aarnet.edu.au) are working on a collaborative effort with
the fiber-optic carrier, Southern Cross, to implement a trans-Pacific high-
speed network connection (10 Gigabits/sec). The California-based
landing site will be in San Luis Obispo County and will connect into
CENIC's high-speed network at its network point of presence located on
the Cal Poly campus. Cal Poly's geographic location, its ability to act as a
"hardened" facility to support critical network backbone equipment, as
well as the existing fiber-optic infrastructure built out in partnership with
the City of San Luis Obispo, has positioned Cal Poly to be the access point
for the high-speed network corridor to Australia's research environments
and potentially other Eastern Pacific Rim research networks. This project
was accomplished without use of ONR funds.

Several pilot projects were funded to explore new uses of Internet2 for research
and education. Three presentations on the results of these projects were
competitively selected and presented at the program of the annual Internet2
conference in October 2003. The projects are:

VLSI Design and Test with Internet-Based Software and Hardware Tools
Internet Map Server for Geographic Information: Further Development
12-Based Remote Viewing System

Collaborative Research in Next-Generation Embedded Microprocessor
Designs

Video-capture, editing and production on 12

0 End-to-End Performance Testing

O 00O

@]

A database of technology—based companies that are potential partners in the
project and research collaborators was developed and is continuously updated and
expanded.

Relationships have been established with new technology companies that are
potential research collaborators, including: Interstate Electronics, Reson,
DeRoyal, AgSCAN, Strategy Insight, and Dynamic Technology.

The web site for the project (www.c3rp.org) was completely redesigned. The
updated site presents C*RP as an interface between Cal Poly and
business/industry for the purpose of facilitating R&D relationships. It presents Cal
Poly’s special strengths in applied research and encourages collaboration of
various kinds. The technology park is described as a future piece of our efforts to
partner with industry in research and development. A link entitled “For Business



and Industry” will take visitors from the new “Research” page on the Cal Poly
web site (www.calpoly.edu) to the C*RP web site.

e An industry patent-donation program, established with SAIC (Scientific
Applications International Corporation) resulted in new patent donations. These
patented technologies can be used to develop new lines of University research.

e A sub-group of the University President’s Cabinet (executives and former
executives from major US corporations) has been formed to provide on-going
advice and guidance for the project. The C°RP project was presented to the entire
President’s Cabinet in April *03. Subsequently the project leaders met with the
sub-group of the Cabinet several times and continue to seek advice from this
group on an on-going basis.

e Efforts continue to develop industry partners in the biotechnology sector for the
purpose of developing research and training activities in this field. To this end we
have been working with the Central Coast Biotechnology Center in Ventura, CA,
with two local community colleges, and with several biotech companies,
including Amgen, Baxter, FzioMed, Genentech, Promega BioSciences, Hardy
Diagnostics, and Santa Cruz Biotechnology.

e The project’s leaders have continued to work with other private and government
(including HUD and EDA) partners to advance the project and to attract research
collaborators and support.

B. Detailed Research Reports

Following are detailed reports of the technical results of research projects carried out this
year. They are presented in the following order:

Results of CADRC research

Results of fully-supported projects

Results of exploratory or follow-up projects
Results of Internet2 pilot projects

el N =
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Topic: Tools for Creating Mappings Between Related Ontologies

Abstract

In previous work in the area of information-centric systems for disaster management
planning, investigators in the Collaborative Agent Design Research Center (CADRC)
identified the likelihood that such planning would include the use of knowledge resources
from multiple organizations. In many cases, it is unreasonable to assume that all
organizations would adopt identical representations of information. The likelihood of
multiple representations leads to a requirement for translation, or mapping from one
representation to another, using methods that retain the context and relationships between
objects as they are communicated among diverse systems. Our investigation examined
current methodologies for constructing such mappings using various approaches, and
implemented two example mapping techniques.

Introduction

In disaster management, as in many other types of problems that fall into the general
category of resource management, planning must be based on information from various
automated and semi-automated systems, including systems from multiple organizations.
Such systems are generally built in isolation from one other, and seldom attempt to take
advantage of data or information representations that may exist in systems that deal with
related tasks, even when these systems are used within the same organization. This
heterogeneity of representation is one of the key factors preventing information sharing at
the system level.

Past efforts to implement communication among systems have often focused on the data
level of representation. This level is only concerned with defining names and types of
individual fields in the data, along with simple relationships such as tuples and foreign
keys (as in a relational database). Data transmitted from one system to another under
these circumstances can be correctly received, but the more complex relationships among
these data elements have been lost. Accordingly, the receiving system will be unable to
treat the input as information, except in some predetermined, hard-coded manner. As a
result, as the number of systems attempting to communicate grows, each participant
becomes increasingly complex and difficult to maintain and extend. Heterogeneous
distributed systems based on point-to-point data models tend to be brittle and
unresponsive to change.

Another approach has been to define a single data or information model for the entire
system of systems. In the single model approach, each participating system is expected to
provide, at a minimum, an application interface that can send and receive data or
information based on the common model. In some cases, each system may be expected to
implement the common model internally. The rationale behind such a requirement is that
the storage used by each system (e.g., a relational database management system) should
be directly accessible by other systems, without using the originating system as an
intermediary.

12



The success or failure of any implementation of the single model concept largely depends
on the ability of a single organizational entity to enforce the use of the model across all
the participating systems. There are circumstances in which this is possible: for instance,
organizations that are dependent on the entity that is attempting to require a single model
are likely to implement that model rather than lose their dependency. In many cases,
however, the single model idea has proven problematic in implementation even within
individual organizations. Cross-organizational attempts tend to flounder, often failing
even to reach agreement on the model, much less to accomplish implementation.

In a situation where each system, or at least each organization, is likely to have its own
data or information model, how can interoperability be achieved? For systems that are
exclusively data-centric, this is a problem with no satisfactory answer. Such systems
must rely on exposing a data model, with the attendant difficulties of brittleness and
resistance to change discussed above. For information-centric systems (e.g., ontology-
based applications), on the other hand, there are some approaches that offer opportunities
for success in interoperating in a heterogeneous environment.

Regardless of their internal representation, each system can expose its information model
as an ontology, using a standard language such as DAML+OIL [daml] or OWL
[McGuinness03]. Such ontologies include relationships among concepts in the model,
and allow automatic reasoning about the model itself. When a system provides its model
in this form, other systems are enabled to view that system's information in the same
context that the system itself does. This is a large step forward in the process of providing
interoperability at the information level.

Exposing each system's own information model in a form that allows automatic
reasoning is not, however, the complete solution to interoperability. There is still the
sizable problem of translation from one information model to another. For this, systems
need to determine not only the context of the system providing the information, but also
the relationships between that model and their own. Given a description of the
relationships that exist between models, it becomes possible for systems to automatically
generate translators between multiple models. This is the beginning of truly flexible
cross-system interoperability.

However, the issue of constructing the relationships between models still remains. These
"ontology mappings," as they are referred to, can be complex to construct and frequently
require intimate knowledge of the models used by heterogeneous systems. This requires a
level of expertise that is not commonly available, particularly when the systems were
built by different organizations. Creating ontological mappings is a specialized skill, and
yet these mappings are vital to allow information-centric systems to communicate.

A number of projects are attempting to provide tool sets for creating mappings, and for
using those mappings to automatically merge information from one ontology into
another. The following section of this report examines several of the leading examples in
these fields.

Following this examination of the current state of the ‘mapping and merging’ area, the
report discusses the work performed by the Collaborative Agent Design Research Center
(CADRC), Cal Poly, San Luis Obispo, to support one kind of mapping between ontology
models, and a related project designed to allow users to develop and evolve ontologies

3
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expressed in DAMLAOIL. Finally, the report suggests possible future work and draws
some conclusions. A list of references follows, and appendices listing the ontologies and
axiomatic semantics of the ontology development project conclude the report.

Survey of the Field

Due to the level of importance of techniques for defining mappings between ontologies,
as well as for automatically merging ontologies based on those mappings, this is a very
active research area. What follows is necessarily a small, but hopefully representative,
sampling of the work being done in the field.

Wache [WACHEQO1] lists three possible results of an ontology mapping system: a single
global ontology; multiple ontologies with mappings from one ontology to another; and,
hybrid methods, which involve multiple ontologies with a shared vocabulary.

The single ontology concept requires the semantic representation of a number of
heterogeneous information sources to be mapped to elements of a global ontology
including all concepts and relationships of all sources. This seems an attractive approach
since, given such a mapping, integrating information from multiple sources becomes
reasonably straightforward. However, a single ontology that faithfully represents the
ontological commitments of all sources can be difficult to achieve. Additionally, this
approach can have a high maintenance cost, since changes to the representation of any
source may require disproportional changes to the global ontology.

In the multiple ontology approach, there is a single ontology for each information source.
To overcome the use of multiple vocabularies, a representation of the relationships
between terms in each vocabulary is defined. This idea seems attractive because it avoids
both the ontological commitment and the maintenance problems of the single ontology
approach. But multiple ontologies carry their own penalties: first, there is the well-known
combinatorial explosion problem, as each individual ontology must map to each of the
others; and, second, the mappings themselves require significant effort to produce, since
each ontology may use a completely separate vocabulary from each of the others.

The hybrid approach seeks to mitigate the problems of the other two. Here, the
information model of each source is mapped to a separate ontology, but the concept
vocabulary of all models is drawn from a single global vocabulary. The terms of the
global vocabulary serve as primitives for constructing the individual ontologies, through
combinations based on a given set of operators. Because all the ontologies share this
common base vocabulary, mappings between the ontologies are simpler to construct than
in the pure multiple ontology model. On the other hand, it may be difficult to define an
ontology representing an existing information model, in terms of the global vocabulary.
And, if an information source has an explicitly defined ontology, it is unlikely that this
ontology can be used directly in the hybrid model. In this case, an entirely separate new
ontology, compatible with the global vocabulary, must be created for the information
source.

From this discussion, the difficulties of creating ontological interoperability for
heterogeneous systems can readily be seen. None of the three approaches provide a
satisfactory solution in the general situation. This difficulty is implicit in the problem
under study: there is no methodology for implementing a level of understanding between

4

14



systems with differing models of the universe of discourse that does not have severe
drawbacks.

This does not mean, of course, that solutions cannot be found in specific cases. In many
domains, the vocabulary used by subject matter experts is reasonably standardized.
Information models that attempt to represent the knowledge of these experts, then, are
likely to share vocabulary terms. This may make the mappings in the multiple ontology
approach feasible, as well as assisting in creating both the shared vocabulary of the
hybrid model and the hybrid ontologies themselves. In other words, the lack of a
satisfactory general solution does not prevent moving ahead in individual cases.

Many of the projects in semantic mapping are concerned with the statistical analysis of
representative (or instance) documents. Xiaomeng Su [SUO3] reports on a technique
based on information retrieval (IR) theory, in which concepts from one ontology can be
seen as queries against the concepts in another ontology. The result of each "query" is the
set of concepts that best relates to the initial concept. This technique does not completely
automate the creation of ontology maps, but instead is intended to supply input to a
human effort to determine the relationships between two ontologies.

In Su's technique, concepts in an ontology are enriched by adding a "feature vector"
which is derived from documents that represent instances of the concept — that constitute,
in other words, the extension of that concept. Once feature vectors have been calculated
for each concept in a pair of ontologies, each vector from one ontology can be compared
to each vector in the other. The two vectors that are most similar are likely to be closely
related, if not identical.

From [Pekar02], we learn that a "feature vector" consists of the vector of "...words
appearing within some delineation around the targets word," along with their counts. This
is also known as the "kNN" approach, for "k Nearest Neighbors." A variation is the
"Rocchio Algorithm" [Joachims97], which also takes into account the "inverse word
frequency" across a collection of documents. The inverse word frequency will be low if
the word appears in many documents, indicating that the value of the word as an index
concept in a particular document is also low. This approach focuses, then, on the words
that discriminate one document from the others in the collection.

The complete Rocchio algorithm then goes on to include "relevance feedback", which
allows users to train the query engine to optimize the search. This also could be used in
ontology mapping (creation) systems, to allow for human intervention in search results.

The application of this technique to ontology mapping involves calculating feature
vectors for a set of documents, based on two different ontologies. The feature vectors can
then be compared, looking for the vectors that are most similar to vectors in the other
ontology. One frequently used means of comparison is to calculate the cosine correlation:
the dot product of the two vectors, divided by the product of their lengths. This results in
the angle between the two vectors in n-dimensional space, where ‘n’ is the number of
terms in the vectors. The smaller the angle, the greater the similarity between terms. This
process is based on the belief that the meaning of a term is defined by its context, and the
context can be inferred from the other terms that are frequently used in conjunction with
the term under consideration.
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The user then must determine whether the similarity is real or merely a statistical
anomaly. In the system described in [SU02], there are a number of mapping assertions
that can be made concerning the relationships between terms in different ontologies.
From these terms, a mapping system can automatically execute queries defined in one
ontology, to retrieve documents that were originally described in terms of another.

These statistical analysis techniques are especially useful in two important situations.
First, the similarity measure over an existing set of documents can be used as a basis for
defining ontologies for those documents after the fact. When all the documents describe
aspects of a single domain, this approach may not only reveal important concepts, but
may also suggest relationships between them due to contextual similarity. This can be
very important for categorizing a large set of documents semi-automatically.

Second, this type of ontology mapping can also be useful in providing interoperability
between information portals, each of which may serve out documents based on a
different categorization of terms. Once a mapping has been established, it becomes
possible for a user to query using the local ontology, yet retrieve documents from other
portals, without requiring the user to understand multiple information models.

Statistical analysis models have been primarily used, as indicated above, to categorize
collections of documents. However, it may be possible to apply these techniques to the
analysis of multiple explicitly defined ontologies by comparing fields of objects that are
defined in accordance with one or another of the set of ontologies under investigation.

[Doan02] describes the GLUE system for finding mappings between ontologies. GLUE
uses machine-learning techniques to find the most similar concepts in each ontology.
GLUE uses multiple strategies, some dealing with instances of ontologies, and some
dealing with the definitions of the ontologies, for learning about similarities.

The GLUE technique is built around the assumption that similarity between concepts can
be calculated using the "joint probability distribution" of the concepts. By this is meant
the probability that a given object is an instance of both class A and class B, the
probability that an object is in class A, but not class B, and so on. One example of such a
similarity is the Jaccard coefficient, which is the probability that an object is in the
intersection of two classes, divided by the probability that an object is in the union of the
two classes. This measure relates the number of instances that the two classes have in
common, to the total number of objects in both classes. It is argued that the larger that
ratio, the more similar the two classes are.

In order to calculate the Jaccard coefficient, GLUE must solve the following problem:
given a number of objects, each of which is classified as either an instance of class A or
an instance of class B, how can we determine which of those objects is also an instance
of the other class? GLUE uses a variety of machine learning techniques to perform
different types of analyses, and then joins the results to create a single classifier for each
class. This classifier is then applied to the instances of other classes to determine which
objects are also members of the class that the classifier represents.

There are two learners presently used in GLUE, although others would certainly be
possible. The first is the content learner, which treats each object’s attributes and their
values as the object's "textual content." The probability that a given object is an instance
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of a given class, given the instance's textual content is calculated using a "Naive
Bayesian" approach. This approach treats the textual content of an instance as a bag of
tokens. Each token is then used as input to a calculation of the relative frequency of
appearance of this token as part of known instances of the class, compared to the total
number of tokens appearing in all known instances.

The second learner used in GLUE is the name learner. The name learner uses the full
name of each instance as input to a similar calculation as used by the content learner. The
"full name" signifies the concatenation of all concept names in the taxonomy leading to
this instance. From the results of the study undertaken to determine the accuracy of
mapping, it seems that the name learner is much less significant than the content
learner.

The results of the two learners are combined using the meta-learner. The meta-learner
weights the output of each of the other learners to produce a combined probability that a
given instance belongs to a given class. The weights are assigned manually, but,
according to [Doan02], it should be possible to generate the weights through other
machine learning techniques.

GLUE focuses on the taxonomy portion of an ontology (i.e., the hierarchical parent-child
relationship) and uses several similarity measures to find the correct placement for a
given class C in a taxonomy. These similarity measures include: (1) finding the most
similar concept to C; (2) finding the "most specific parent" — the class that is the "most
specific superset" of C; and, (3) finding the "most general subset" — the class that is the
nearest child of C. The result of this analysis determines the most appropriate position for
C in taxonomy T.

There appear to be certain limitations in the classification scheme used by GLUE. First,
the algorithm works only on the taxonomy aspect of ontologies, but it seems that
relationships other than hierarchical would also be important in determining mappings.
Second, the process seems to assume that there will be a one-to-one mapping between
concepts in one ontology and similar concepts in another, ignoring the possibility that
partial matches (i.e., some attributes of one class matching some attributes of another) are
also likely. However, the authors state that GLUE has been used successfully to map
several real-world ontologies, so it may be that in practice these objections are not as
serious as they might appear in theory.

The two approaches discussed above are primarily based on statistical analysis. Another
class of systems for constructing mappings between ontologies focuses on interaction
with the user to determine the relationships, with the system providing some level of
support and guidance. The next two systems that will be discussed, MAFRA and
Chimaera, are used to exemplify this approach.

While the previous systems focused entirely on automated discovery of semantic
mappings, [Maedche02] discusses MAFRA, a framework that intends to cover all aspects
of constructing mappings, including the execution phase in which instances of classes in
one ontology are transformed into instances of classes in a second ontology. MAFRA
also seeks to address the problem of the independent evolution of ontologies. Perhaps
most importantly, MAFRA acknowledges that separate ontologies are the result of
agreements among a community of human users, and that mapping between two such
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ontologies is a cooperative effort among human beings. The results of any automated
process of defining the relationships among concepts from diverse ontologies must be
submitted to each community for ratification. Thus, MAFRA includes tools for
collaborative consensus building.

The output of MAFRA is a set of "...semantic bridges", which contain "...all necessary
information to transform instances of one source ontology entity to instances of one
target ontology entity." The bridges themselves are defined by a meta-ontology known as
the "Semantic Bridging Ontology," or SBO. The SBO includes such concepts as Service
(an external resource that performs some aspect of transformation), Condition (which
describes when to use a specific semantic bridge), and Composition (descriptions of
combinations of semantic bridges), among others. This ontological approach to the
definition of mapping is a significant contribution over and above the statistical methods
described previously.

Another complete environment for creating ontology mappings, for merging ontologies
and for general ontology design, is Chimaera [McGuinness00]. Chimaera is intended to
solve problems related to merging very large knowledge bases, to infer new knowledge
from the result, and to support semantically enabled searches across information from all
sources. The initial knowledge bases came from the Defense Advanced Research Projects
Agency's (DARPA) High Performance Knowledge Bases (HPKB) program [Pease00].
The knowledge bases in HPKB were prepared by various authors and were at diverse
states of completeness. As a result, merging these ontologies involved identifying and
adding missing relationships as well as standardizing terminology and usage.

Chimaera is designed to support ontology designers and to provide tools for testing and
evaluating ontologies. [McGuinness00] describes the two major tasks of Chimaera as
follows:

“...(1) to coalesce two semantically identical terms from different ontologies so
that they are referred to by the same name in the resulting ontology, and (2) to
identify terms that should be related by subsumption, disjointness, or instance
relationships and provide support for introducing those relationships.”

Chimaera is primarily concerned with presenting ontologies to a designer in a way that
enhances his or her ability to create a merged ontology. As such, Chimaera's reasoning
about possible relationships across ontologies appears to be limited to considering
similarities of the names of terms, and to a number of heuristics for finding candidate
points for reorganization of the taxonomy. It is interesting, however, that even with these
limited forms of assistance, Chimaera proved to be significantly more efficient than
ontology editing systems that did not include tools for assisted merge.

Another important concern in ontology mappings is the requirement to use the mappings
once they are created. Another system, OntoMerge, shows one method of driving
translation through inferencing across ontologies using mapping rules.

OntoMerge [Dou03] supports merging for the purpose of translation. As the paper by the
researchers puts it, their "...focus is on formal inference from facts expressed in one
ontology to facts expressed in another." The OntoMerge process initially "merges" the
two ontologies simply by taking the union of all terms and axioms in both ontologies.
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The true definition of the merged ontology is formed by constructing a set of bridging
axioms that expresses the relationships of concepts in one ontology to concepts in the
other. The central purpose of OntoMerge is to allow queries, expressed in terms of one
ontology, to be performed across knowledge bases that may be defined using other
ontologies.

OntoMerge considers three possible types of semantic mismatches. First, the same term
may appear in different ontologies, but the axioms associated with the term identify
different sets of instances. Second, properties of a term may have the same name, but
different meanings. Third, similar concepts in different ontologies may inherit different
properties from their super-classes.

While OntoMerge assumes the existence of mapping rules, it does not appear to include
tools either for automatically generating such rules, or for assisting human ontologists to
create them. The rules themselves are expressed in a "strongly-typed first order logic
language" that can be used directly by an inferencing engine to reason across sets of facts
expressed in different ontologies, by translating queries and facts from one representation
to the other as a result of the inferencing process.

It would appear that to be completely useful, OntoMerge would need to be paired with a
toolset for extracting candidate mapping rules and for supporting human experts in
creating the complete mapping. Without some form of automated and intelligent support
for rule construction, it is unlikely that something like OntoMerge would be useful on a
large scale. Given a rule set, however, OntoMerge is a good example of what is possible
using inferencing to accomplish translation.

The statistical analysis-based methodologies for constructing ontological mappings rely
heavily on the existence of a large corpus of documents or of large amounts of instance
information relating to the ontologies under consideration. For our work, we were
constrained by our intention to focus on the ontologies of existing or proposed projects in
the CADRC and at CDM Technologies. Due to the fact that the instances produced by
existing systems are not in a format that lends itself to this type of statistical analysis, and
that proposed systems have no instance information, our project was limited to other
types of processing. The use of statistical methods is likely to be a significant part of
future work.

Discussion of work performed

XMI to DAML: Our initial exploration in creating mappings between ontologies
focused on mapping from ontologies represented as object models in the Unified
Modeling Language (UML) [Booch99] to an equivalent representation in the DARPA
Agent Modeling Language (DAML) [Oullet02]. As a key part of the Semantic Web
[Berners-Lee01], DAML and its successor, OWL, are expected to play an increasingly
important role in expanding the influence and utility of ontology-based software systems.
It must be expected that mapping to and from DAML or OWL will be an integral part of
achieving interoperability among web-based systems.

UML has an XML representation named "XML Metadata Interchange" (XMI), and there
is also an XML serialization format for DAML ontologies. This simplified the physical
translation problem. By mapping the same ontology from one representation to another,
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we were able to produce this first attempt at a more general level than would have been
the case in mapping between two disparate ontologies.

For our test case, we used an ontology from one of CADRC’s existing systems as a
starting point. IMMACCS (Integrated Marine Multi-Agent Command and Control
System) [Pohl 2003] is a complex distributed system connecting clients and servers from
multiple vendors. For the purposes of this paper, the key point about IMMACCS is that
the domain of knowledge is defined as on ontology in the Unified Modeling Language.
As part of the system development process, the domain model is exported as XMI, and
software generation tools create Java classes, CORBA IDL files, and a representation that
can be used as input to an inference engine.

By creating a mapping between XMI and DAML, we hoped not only to gain experience
in mapping ontologies, but also to show the feasibility of incorporating such automated
mapping into an established development process. For this project, we used the Jena API
for processing RDF and DAML statements [McBride03]. Jena allowed us to create
DAML objects in memory and then to serialize them to the XML representation of
DAML when processing was complete. We also used the Novosoft UML
(http://nsuml.sourceforge.net/) API package for loading and manipulating the input XMI
file. Thanks to Jena and Novosoft, we had object-oriented views of both XMI and
DAML, so that the details of both specifications were hidden from us.

The IMMACCS build process involves converting XMI into various other forms, as
noted above. In order to implement a single framework that can be specialized for
different output targets, we created an abstract class, UMLProcessor, which provides
methods for using Novosoft to parse an XMI file, along with a set of methods for walking
through the resulting objectified version of the XMI.

To use UMLProcessor for the generation of individual target formats, developers can
implement a class that extends UMLProcessor, implementing methods that are useful for
generating the desired output. In the case of IMMACCS to DAML, we implemented a
class named UMLtoDAMLProcessor to form a bridge between the Novosoft
representation of the XMI, and an equivalent DAML model.

In general, converting from UML to DAML was straightforward and proved that DAML
has more than enough expressive power to represent anything that can appear in a UML
class diagram. There was one point, however, that proved to be slightly problematic.

Attribute names in UML can be repeated in different classes. For instance, a tree can
have a height and a person can have a height. But in DAML, properties must have unique
names. Even if a “height” property is defined in one place to have a domain of person,
and another “height” property is defined to have a domain of tree, there is still only one
height property. The domain, however, becomes the union of "person" and "tree", which
— outside of Tolkien's Middle Earth — is likely to be an empty set. In order to maintain the
meaning from UML, we adopted a convention that the name of a property is the name of
the class, followed by a period, followed by the name of the property. Thus, the height
property of the person class in UML becomes “person.height” in DAML.

Figure 1 presents two sample classes from the IMMACCS domain. Figure 2 displays the
result of translating these classes into DAML. In both figures, the information has been

10

20



simplified by removing extraneous or repetitive details. Other properties of the two
classes follow the same pattern as the definition for "IMMACCSObject.dateTime." The
concatenation of the class name to the property name eliminates the potential name clash
problem discussed in the previous paragraph. All other property names received the same
treatment.

IMMAC C SObject

+ source : string
+ referenceName : string
+ dateTime : long

]

Agent

+ agentld : string
+ function : string
+ activity : long

Figure 1: IMMACCS classes (example)

<dami : C ass rdf: about ="1 MVACCSOhj ect "/ >

<rdf: Description rdf:about="1 MVACCSChj ect . dat eTi me" >
<rdfs:range>http://ww. w3. org/ 2000/ 10/ XM_Schema#l ong</ r df s: range>
<rdfs: donmai n rdf:resource="1 MMACCShj ect"/ >

</rdf: Description>

<dami : C ass rdf: about =" Agent " >
<dami : subd assOf rdf:resource="1 MVACCSOhj ect "/ >
</ dam : C ass>

Figure 2: IMMACCS classes translated to DAML (partial)

The IMMACCS to DAML project did not include a user-interface. In the next project,
Ontology Merge, we added the ability to view ontologies in tree and table views.

Ontology Merge: As more service providers adopt the Semantic Web and an ontology-
based approach to the information they provide, we can expect that there will be a rapid
proliferation of ontologies for all domains, include multiple overlapping ontologies for
related domains. There will also be a tendency to standardize, since the use of shared
ontologies will be extremely beneficial in rapidly producing interoperable systems.
However, there will frequently be a need for systems to access and reason about
information from multiple ontologies. To do this, we need methods for automatically
merging ontologies when necessary.
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The problem of merging ontologies in general is extremely complicated, and in all
likelihood requires some level of human participation to disambiguate terminology. The
Future Work section of this document includes a discussion of some of the problems and
approaches.

The simplest form of ontology merging, however, can be handled programmatically. This
situation occurs when multiple service providers extend the same base ontology in
different ways. This is also a reasonable real world scenario: service providers are likely
to start with a standard ontology and extend it to suit their own requirements. A consumer
whose interest is in information related to a given domain of knowledge is likely to run
into sites that have extended standards for that domain in different ways. It would be
useful for consumers to have the ability to make inferences using information even when
that information deviates slightly from the standard.

For the ontology merge project, we chose to simulate a situation relating to the supply of
electricity. In this scenario, we assumed two web-based systems. Once of these systems
provides information about the current state of the electrical grid system, while the
second is concerned with reporting traffic information. In this case, the information is
restricted to reporting on the condition of traffic signals.

We began with a base ontology, which was then extended in different ways by the
services, the domains of which involved specializations of the base ontology. All
ontologies for this project are included as Appendix A. Our goal for this project was to
show that an application could merge information from different services at run-time and
successfully reason about instances of classes that were not designed into the application
but were discovered as the result of interaction with various services.

In the base ontology, we began with a simple representation for PowerSupply and
PoweredObject. Then we constructed relationships between the two:

PowerSupply suppliesPowerTo PoweredObject .
PoweredObject powerSuppliedBy PowerSupply .

Next we specialized these classes to create ElectricPowerSupply and ElectricalObject.
ElectricPowerSupply is a subclass of PowerSupply, where the “suppliesPowerTo”
property is restricted to objects whose class is ElectricalObject, and ElectricalObject is a
subclass of PoweredObject, with the restriction that the “powerSuppliedBy” property
must be filled by an object whose class is ElectricPowerSupply.

We also included in the base ontology several classes related to drawing simple maps on
the screen. Among these classes are Map, Polygon, Point, with associated properties.
These classes were mainly included to support part of the planned user interface display
functionality, described further below.

We defined a basic ontology for the electric grid. In this model, the class Grid is a
subclass of both MapArea and ElectricPowerSupply from the base ontology. This
represents the idea that an electrical grid covers a certain geographical area, and supplies
electric power. We also developed an experimental set of classes and properties that
allow the expression of constraints on one property of an object, based on the value of
another property. In this demonstration program, this capability was used to state that the
map area associated with an instance of the Grid class will be one color when the grid is
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working, another color when the grid is not. This assumes a certain type of map display,
but does not require it, since each application is free to interpret the display of the map in
any way that suits the application’s requirements. The semantics of the constraint
properties were defined as axioms in the CLIPS expert system shell language and are
listed in Appendix B [NASA92].

Having defined concepts relating to power supplies, powered objects, maps, and
electrical grids, we next defined an ontology for terminology related to traffic signals.
Each traffic signal is associated with an Intersection, which is a subclass of the Location
class from the Map ontology. Intersections are associated with two or more Roads, which
are named linked lists of Intersections. The TrafficSignal class itself is defined as a
subclass of ElectricalObject.

We also defined a set of axioms that implement a subset of the DAML semantics. This
allowed us to check validity on various DAML constructs, such as the restriction that the
values of a given property must be instances of a specific class. It also enabled us to build
a user interface for adding new objects, while making sure that the new objects comply
with the semantics of the ontology. If these axioms were to be further extended, it should
also be possible to allow the creation of new classes while the application is executing.
The validity axioms are again included in Appendix B.

We were not able to design and implement an application that is entirely free of
assumptions about the nature of the ontologies that it is working with. Such an
application would, in the researchers’ opinion, be so generic that it would provide only
limited usefulness, perhaps being restricted to simply viewing and modifying classes and
instances. We felt it would be more realistic to assume that any application would have a
priori knowledge of the base ontology, and learn about all extensions. In this case, the
application was designed around the base ontology, with its description of
PowerSupplies, Maps, and so on. The most important aspect of the application that relies
on the base ontology is the map display. We were unable to find any way to implement a
program that would be able to infer the best way to display instances of the class
Polygon, for example, if we have to assume that the program has no predefined notion of
the geometrical concept of a polygon.

The ontology merge application was able to display electrical Grids, in spite of the fact
that there was nothing in the application’s code concerning the Grid class. The
application learned the definition of the Grid class by downloading the ontology from an
ElectricalGrid service. When the application learned that Grid was a subclass of
MapArea, the application was able to perform the same actions for an instance of Grid
that it would for an instance of MapArea. In this way, the application was able to extend
its own internal ontology autonomously, without code modifications.

The ontology merge application displays information about classes and instances in a tree
control and shows the details in a table. Objects whose classes relate to the Map ontology
were also given a graphical display area, where Grid objects are drawn as polygons,
roads as connected line segments, and traffic signals as symbolic representations of
traffic signals. Since the application was assumed to be aware of the base ontology, it
also includes rules that when a power supply is not working, the powered objects that are
associated with the power supply will be shut off. The user is able to edit the values of
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the properties of objects. For instance, the user can change the state of an electrical grid
from ‘working’ to ‘not working.” This will cause the traffic signals within that grid to
become non-functional as well, even though the Grid ontology has no notion of a traffic
signal, the Traffic ontology has no notion of an electrical grid, and the application knows
nothing about either one.

The ontology merge project demonstrated that it is possible, under controlled
circumstances, to bring together information from various sources, even sources using an
ontology that is not previously known to the system using the information. We showed
that it is possible to perform inferencing across objects from different ontologies, and to
display and use the results. As the Semantic Web becomes more widespread, we expect
that this ability will be key to taking advantage of heterogeneous information providers.

Future Directions

During the course of the two years that we have been working on projects relating to the
Semantic Web, many useful tools have been created by other organizations. In some
cases, these toolsets are the result of large-scale efforts over a period of years. Such tools
— a few of which were listed in the Survey of the Field section — exhibit a level of
functionality and maturity that make them likely candidates for inclusion in complex
dynamic systems. We are looking forward to acquiring and using these tools to provide
advanced capabilities for our own systems.

In the course of this work, we have realized both a need and an opportunity for taking the
research forward in a related but unexpected direction. It has become apparent that there
is a requirement to adapt ontology-related technology to the processing of existing
documents, while at the same time building tools that enable the creation of new
documents within a semantically aware environment. Along with other tools, this new
generation of tools could become the basis of ontology-based knowledge management
systems for the intelligent enterprise.

Our future plans are to collect documents from throughout our organization into a single
knowledge management system. These documents will be converted from their current
format (Word, PDF, LaTEX, HTML, etc.) into a common XML schema (content only,
with the presentation markup removed). Using the result as a corpus of instance
documents, we will use multiple methods of classification, such as those described in the
"Survey of the Field", above, to extract an ontology. The documents will then be marked
up by creating OWL instance documents for each one. The semantic markup will allow
intelligent search and document assembly, turning the entire store of documents into a
warehouse of organizational knowledge. When combined with other task-specific tools
such as scheduling, organizational history repositories, and so on, the result will be a
system that supports enterprise-wide learning

Conclusions

Defining mappings between ontologies is likely for the foreseeable future to remain the
task of humans who are expert in the design of ontologies as well as the domain of
knowledge under consideration. When the ontologies of concern are the product of
different user communities, there is the extra complication that all mappings must be the
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product of a process of consensus building. Creation of mappings through completely
automated means is unlikely if not impossible.

Our work has shown that in two very controlled and limited cases, it is possible to
achieve forms of mapping through the use of defined relational axioms. These types of
mapping are useful in themselves, but are insufficient in any wider or more general
application. For mapping tasks that do not fall into the categories that we considered,
some of the statistical methods or more user-centric approaches listed under Related
Work would be more likely to succeed.

In the course of researching possible approaches to this problem, reported methodologies
based on the use of statistical modeling to extract or suggest ontologies for an existing
corpus of documents have led us to extend our proposed field of investigation in the
future. We believe that the same methods that have been show to be of value in
producing mappings between documents in known classifications can be used to extract
information that will serve as input to a process of constructing ontologies. In turn, these
ontologies can become the basis of an enterprise knowledge management system. We
look forward to testing this hypothesis in future projects.
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Abstract

We are developing a design methodology for analog/mixed signal systems, based on
emerging CAD tools. Our example system is a high-performance image sensor for
infrared wavelengths, a so-called infrared focal plane array. We are developing a pixel
design and sensor architecture to exploit the opportunities presented by the continuing
advance of CMOS technology, following Moore's Law. Current image sensors are
limited to on the order of 10 transistors per pixel, whereas new technology will enable
thousands of transistors per pixel, thus enabling revolutionary new approaches to pixel
design and sensor architecture. To exploit this opportunity, we are developing a design
that implements pixel-level analog-to-digital conversion combined with a novel readout
architecture. We are also exploring the implications of System-on-Chip integration,
especially issues of data communication between image processing sub-systems built on
the same chip with sensor array. This design will be applicable in many systems
requiring image sensors, and especially systems requiring very-long-wavelength infrared
and terahertz sensors. These sensors are used in diverse applications, including ballistic
missile defence, concealed weapons screening, medical imaging, and astrononomy.

Summary of Previous Work
Following is a summary of previous work performed on this project. Please refer to our
past reports for more details.

Computational Infrastructure Through partnership with Cadence Design Systems, Cal
Poly has access to state-of-the art analog/mixed signal integrated circuit/system
computer-aided design tools. We have developed at Cal Poly a hardware platform for
these tools based on Sun enterprise servers, networked workstations, and 26 SunRay
smart terminals for teaching large classes. The facility provides 24-hour access for both
faculty and students doing project work. We have developed and documented
installation and maintenance procedures for the tool suite provided by Cadence, and we
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are continuing to develop training materials and publicize the availability of these tools
for use by faculty and students.

State-of-the-Art-Review We prepared a review of the current state-of-the-art for CMOS
image sensors and infrared focal plane arrays. This review confirmed that there is a need
to advance the current technology through full exploitation of the opportunities made
available by the continuing advance of CMOS technology following Moore’s Law. This
makes possible the incorporation of ever-more signal processing power within a single
pixel. Pixel sizes are fixed by optical considerations (Rayleigh criterion), and are quite
large for infrared wavelengths. To exploit the smaller feature sizes made available in
new technology generations, more transistors should be incorporated into each pixel.
How best to use these transistors is the issue we address. Our design implements pixel-
level analog-to-digital conversion, thus following the trend of all modern mixed-signal
technologies to push this critical signal processing step as toward the front-end of the
processing chain as possible.

Pixel Design and Sensor Architecture The next CMOS technology generation, with 90
nm minimum feature sizes, will enable 512 transistors per 20 um pixel, and 2048
transistors per 40 pm pixel. This technology will be widely available in the next few
years. Moore’s Law will not stop there. Intel has already announced plans for a 45 nm
technology by 2007, which would quadruple the number of transistors per pixel. The
availability of thousands of transistors per pixel, rather than the current 4-12, suggests
that revolutionary approaches to pixel design are needed. We elected to develop one of
the simplest of these, as follows: the current-source output of the photosensor is first
converted to frequency, and then fed to a digital counter. That is, the current source is
first converted to a sequence of pulses, the number in a given time interval proportional
to the light intensity. By counting these pulses, a digital representation of the light
intensity is obtained. Two key components were identified for initial development: the
current-to-frequency converter and the counter.

Progress Since Last Report

During Summer 2003 we continued work on pixel design and sensor architecture, and
also initiated a state-of-the art survey to identify issues in on-chip data communications
for SoC (System-on-Chip) sensor/processor architectures.

Sensor Architecture In our previous report we identified the most important parameters
characterizing an image sensor:

N, the number of columns (x-coordinates) in the pixel array

M, the number of rows (y-coordinates)

K, the number of different spectral response detectors (colors) per pixel

S, the number of sensitivity bits in the digitized pixel output

R, the number of resolution bits

Q, equal to R + S, the total number of quantization bits

P, the number of parallel lines on which the sensor output data stream appears
Ti, the integration time for image acquisition

Tf, the time from frame-start to next frame-start
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Tr, the time required to readout a frame of data

NMK is the number of analog data values per frame. Each of these values may be
obtained at different sensitivities (light-to-electrical conversion factors), specified by S
sensitivity bits, and is converted to digital form with R resolution bits, resulting in Q = R
+ S quantization bits. The output of the sensor is on P parallel lines. The integration (or
exposure) time is Ti and frame time is Tf. In conventional expose/readout mode, Tr =
Tf-Ti is the time available for readout of all the values before a new frame begins. Data
acquisition can be pipelined if simultaneity within a given frame is not mandatory,
resulting in Tr almost equal to Tf, if needed. Alternatively (or additionally), increasing
the number of parallel outputs P will reduce data rate. This is important because power
consumption is proportional to data rate, so strategies for keeping the data rate low
should be considered, even if not essential to meet other design objectives.

For initial development we have selected a sensor with single-color operation (K = 1) in
which each of the M rows is selected in sequence, and all N columns are read in parallel
into a N x Q memory cache (an output buffer "shift register" having Q bits in parallel
rather than just one). The data is then be multiplexed out on P parallel lines. Figure 1
shows a representation of a sensor architecture with M =2 and N=3,and Q=R =P =4.
A full-sized sensor might have M and N on the order of 1000, and R in the range 8-16.
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Figure 1. Sensor architecture with separate counter and shift-register in each pixel.

In the architecture shown in Figure 1, processing elements in each pixel (not shown in the
figure, but occupying the blank space on the right-hand side of each pixel), feed a pulse
train to the counter. The frequency of the pulse train is proportional to the intensity of
the radiation incident on the pixel, thus the value stored in the counter after a fixed
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integration time is a digitized representation of the signal. At the end of the integration
time, the contents of the counters are shifted horizontally into the shift-registers. The
shift registers of all pixels in a column are chained together vertically to enable readout in
a manner equivalent to that of a CCD image sensor. The contents of the entire frame is
strobed into the frame buffer memory during the readout time, and the pixel counters are
cleared prior to initiating another integration time.

Because the counter and shift register in each pixel do not operate simultaneously, space
can be saved if the two are replaced with a single shift-register counter. This is a device
that has two states, shift-register and counter, and which state it is in can be selected by a
control signal. One such device (the only one we are aware of) is a linear feedback shift
register (LFSR). When operating in counting mode, this device cycles through a series of
bit patterns that require decoding in order to associate them with the corresponding
binary numbers (this will be explained in more detail below). Consequently, a decoder
block is needed before further processing is performed on the resulting video stream.

The architecture corresponding to this approach is shown in Figure 2.
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Figure 2. Sensor architecture with a single shift-register-counter in each pixel.

The approach shown in Figure 2 has two disadvantages. First, the additional decoder
block takes up space on the chip. Second, this architecture will consume more power.
The latter is the more serious issue, and has two components, the additional power
required to run the decoder, and the additional power consumed by the counter in each
pixel if a Gray code cannot be implemented.
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Despite these drawbacks, we believe the architecture of Figure 2 merits further
investigation, which we have initiated in this report period. We expect in future to
compare the overall performance of both architectures.

Pixel Design Two key elements of the pixel design that were previously identified are
the current-to-frequency converter and the counter. During this report period we have
focused on the design of the counter. Although a large number of transistors are
potentially available for each pixel, we are still interested in minimizing the number of
transistors used per component, in order to maximize the applicability of the design to a
wide range of wavelengths and fabrication technologies. One way to minimize transistor
count is to use a shift-register-counter (SRC) rather than a simple counter. During the
integration time, the SRC functions as a counter; during readout, the SRC functions as a
shift register.

SRC Design A linear-feedback shift register (LFSR) is a way to build an SRC, with
minimal a number of components. This SRC design is well-adapted to imaging
applications (Refs. 1 and 2). Figure 3 shows a four-bit SRC configured to be
incorporated into a pixel. The components shown are D flip-flops (DFFs), an XNOR
gate, and 2:1 multiplexers (MUXs), which are used as SPDT switches.

SerOut

Serln s D Q D Qp D Qp D Qp—

Control

Count
Clock

Figure 3: Shift-Register-Counter based on LFSR principle.

When the MUXSs are set to count mode (switches in upper position), the SRC functions as
a counter. The “Count” input is the pulse train generated by the current-to-frequency
converter in the pixel. When set to shift mode (switches in lower position), the SRC
functions as a shift register. The “Serial In” input is the data coming from the next pixel
up in the column; the “Serial Out” output goes to the next pixel down in the column.

The DFFs are inverting; at the clock edge, D - Q. The output of the XNOR is high

when both inputs are the same, i.e. D1 =03 [ Q4. Using these relations, the following

table is generated:
Table 1: States of the SRC in Counter mode.

Pulse# 1 |2 |3 |4 |5 |6 |7 |8 |9 J1o]11]12]13]14]15

0
Ql o 1 1 1 o0 1 1 o0 O 1 O 1 O O O O
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Q2 1 1.0 0 0 1 O O 1 1 o0 1 o0 1 1 1
Q3 o 0 0 1 1 1 0 1 1 0 0 1 0 1 0 0
Q4 1 1 1 1 0 0 0 1 0 0 1 1 0 1 0 1
DI 0 o [o [t Jo Jo |1 |1 Jo |1 Jo [1 |1 |1 |1 JoO

The pattern 0101 is chosen as the initial pattern because it is easy to set it by tying SerIn
high and pulsing Clock four times. Note that the pattern 1010 (which would be created
by setting Serln low and pulsing Clcok four times) does not appear; it is the lock-up
pattern associated with this LFSR. In general, for maximal-length LFSRs such as this
one, there are 2"-1 patterns generated, not 2~, and the last pattern does not occur (and if
did occur, the counter would lock-up in that state). The device can count from 0 to 14,
generating the 15 numbers in coded form. 0000 is coded as 0101, 0001 is coded as 1101,
0010 is coded as 1001, etc. Since pulse counts 0000 and 1111 are both coded as 0101, it
must be assumed that 1111 will never occur, or else other means have to be provided to
deal with that possibility. A Gray code counter, in which only one bit changes at a time,
is the ideal for our application because it minimizes energy dissipation. The
pseudorandom code generated by the LFSR is not optimal in this respect. Further, a
decoder will have to be provided further down the signal processing path to the binary or
some other more meaningful code. Nonetheless, this SRC design is attractive for its
simplicity, leading to a low transistor count and minimal area realization.

DFF Design The SRC shown in Figure 3 uses inverting FFs and gates because this helps
to minimize the transistor count in static CMOS realizations of the circuit. We prefer to
create a baseline design using static logic in a counter function, since at long integration
times and low signal levels, stored values may have to remain valid for relative long
times, of the order of milliseconds. Static storage elements avoid the complexity of
refresh logic. In future, the relative merits of using dynamic processing elements will
need to be further studied, especially when evaluating the architecture of Figure 1. To
minimize transistor count with a static design, we use a 4-transistor latch as described in
Reference 3. To function as a FF, the latch is controlled by a pulsed clock. The circuit is
shown in Figure 4.

Simulation of this circuit was performed using the Cadence SPECTRE circuit simulator,
with transistor models from an example library. The simulation showed that a four-bit
shift-register comprised of these cells can operate correctly over a limited range of clock
pulse period and duty cycle. This study will be continued with better-defined transistor
models, corresponding to a current or extrapolated DSM technology, and will be
extended to a layout-based model including the effect of interconnect parasitics, and also
including a clock pulse generation circuit.
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Figure 4: Inverting DFF design, a four-transistor latch with pulsed clock. Note that
D — QO while clock is high.

XNOR and MUX Design In realizing XNOR and MUX functions, we need not be as
concerned to minimize transistor count, since relatively few of these components are
needed per pixel. Still, we are exploring circuits that are as lean as possible.
Conventional static XNOR designs use 8 transistors, and a well-known variant uses 6.
We are evaluating a 4-transistor design described in Reference 4, and shown in Figure 5.

Figure 5: Four-transitor XNOR design.

A conventional 2:1 MUX, which can implement one of the switches shown on the left
side of Figure 3, requires 8 transistors (two transmission gates and two inverters); thus 16
transistors would be required to implement the double switch required. While perhaps
acceptable, further study, perhaps along in the direction indicated by Ref. 5, can be
expected to result in a more compact realization of this function.
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Intra-Chip Communication Networks provide a ubiquitous communication service
analogous to that of water, transportation, and electrical. Because of their flexibility, they
are much closer in this way to the transportation services. In the past, networks have
provided an interchange of information between end systems such as computers, printers,
disk drives, etc. Because of the density and size of modern chips, large components such
as multiple computer processors, memory, and other computer components are being
fabricated on a single chip. Because of the need to interchange large quantities of
information between these components, the need for intra-chip networks has developed.
In project, it is anticipated that large components such as sensor, digital signal
processors, control, and memory will be present on a single chip and it will be necessary
to have an efficient high-speed communication interface between them.

The approach to be used would be the use of threaded processing between multiple
digital signal processors combined with instruction level parallelism from a single
instruction stream. It is anticipated that it would be best to have local memory associated
with each of the processors. It is believed that a message passing programming model
and a networked communication for message exchange would provide greater scalability
and efficiency than the bus approach of the past. In order to achieve the desired goals, it
would be necessary to overcome the inter-component communication bandwidth
limitations, component synchronization issues, dealings with the latency issues of the
network, and difficulties of existing parallel computing models. The software developers
have had responsibility for these issues in the past and must be eliminated to some degree
through innovative parallel design architectures and more advanced parallel
programming strategies that use as fully as possible both instruction level programming
and thread level programming.

An important step toward achieving this goal will be the development of efficient
methodologies for simulating systems on a chip model. A necessary element of this
approach will be the development of artificial intelligent techniques using expert
knowledge to direct the schedule of activities to be simulated. This will be achieved
through the artificial intelligent techniques driving the scheduling of the sequence of
software execution as well as hardware components.

This project provided an opportunity to research the various strategies that have been
developed (References 6 to 12), and do some initial consideration of how communication
networks might be used in the implementation that is being considered in this project.
Significant additional work must be done to extend the prior work to this particular
application and then develop the special simulations that must occur in order to
determine most efficient strategies.

Further Work

The next task is to continue the detailed pixel design. This task entails additional
transistor-level simulation of the circuits discussed above, as well as alternative designs.
In addition to the shift-register-counter, the current-to-frequency converter and pixel-
level control circuits must be designed and simulated. Physical layout and verification
must be performed. We have more to work to do to improve our design infrastructure.
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We need to install and gain experience with process design kits that could be used with
MOSIS fabrication services. We also need to begin to explore the creation of our own
process design kit, aimed at a notional advanced fabrication process. For example, we
might choose a 45 nm process, projected for availability in 2007.

Next, we need to design other sensor-level sub-systems including control, clock
generation, row select, frame buffer, decoding, and multiplexing functions.

We also would like to explore system-level simulation of the proposed chip architecture
using the Verilog-AMS hardware description language. A key aspect of system-level
design is the data communications between functional modules, for example, between the
sensor array and on-chip DSP blocks. A network-on-chip approach to data
communications will be explored. Noise modeling and simulation will be incorporated,
including noise due to fundamental processes, and noise due to unintentional signals.
Design for manufacturability, including design for test, will be emphasized. We will
assess our design using Monte Carlo methods to simulate the random variation during
manufacturing of key parameters, and their effect on yield. Test is a major cost driver, to
be addressed by creating software test benches for our design. A software test bench is
an HDL program used to verify (“test”) another HDL program. This is a standard design
technique for digital VLSI systems, which we expect to be able to extend to
analog/mixed signal systems.

The final task is to integrate the subsystems into the complete SoC, and perform chip-
level physical verification (parasitic extraction, simulation, signal integrity analysis).

References

1. P. Fischer, “An area efficient 128 channel counter chip.” Nuc. Instr. & Meth. in
Phys. Res. A, 378, 297-300 (1996).

2. J. Hausmann, Entwicklung und Test einer integrierten Signalverarbeitungselektonik
fiir bildgebende Pixeldetektoren. Unpublished MS thesis, Universitit Bonn.

3. Qiu Xiaohai and Chen Hongyi, “Discussion on the low-power CMOS latches and
flip-flops.” Proc. 5" International Conf. on Solid-State and Integrated Circuit
Technology, IEEE, 1998, pp. 477-480.

4. H.T.Bui, A. K. Al-Sheraidah, and Y. Wang, “New 4-transistor XOR and XNOR
designs.” Proceedings of the 2" |EEE Asia-Pacific Conference on ASICs, IEEE,
2000, pp. 25-28.

5. K. Yano, Y. Sasaki, K. Rikino, and K. Seki, “Top-down pass-transistor logic design.”
IEEE J. Solid-State Circuits 31, 792-803 (1996).

6. Benini, L. and DeMicheli, G., “Networks on Chips: A New SoC Paradigm,” /IEEE
Computer, Jan. 2002, pp. 70 — 78.

7. Forsell, M., “A Scalable High-Performance Computing Solution for Networks on
Chips,” IEEE Micro, September-October 2002, pp. 46 — 55.

8. Guerrier, P. and Greinier, A., “ A Generic Architecture for ON-Chip Packet-
Switched Interconnections,” Proc. Design, Automation, and Test in Europe (DATE),
IEEE CS Press Los Alamitos, Calif., 2000, pp. 250 — 256.

36



9. Leon-G., Alberto and Widjaja, 1., Communication Networks: Fundamental Concepts
and Key Architectures, Second Edition, McGraw Hill, 2003

10. Perlman, R., Interconnections: Bridges, Routers, Switches, and Internet Protocols,
Addison- Wesley, Reading, Massachusetts, 2000.

11. Richter, Kai, Jersak, Marek, and Ernst, Rolf, “A Formal Approach to MpSoC
Performance Verification,” IEEE Computer, April 2003, 60 — 67.

12. RFC 3000, J. Reynolds, R. Braden, S. Ginoza, and L. Shiota, eds., Internet Official
Protocol Standards, November 2001

37



38



Optical Detection of Micron-Sized Airborne Particulate Matter

Thomas Bensky

Physics Department
Cal Poly State University

oY




Final Report:

California Central Coast Research Partnership (C°RP)
Optical Detection of Micron-Sized Airborne Particulate Matter

November 10, 2003

Submitted by:
Dr. Thomas Bensky
Dept. of Physics
Cal Poly State University
San Luis Obispo, CA 93407
email: tbensky@calpoly.edu
Tel: 805-756-7655

40



Contents

1 Project Introduction and Summary
2 Supplies Purchased

3 Experimental Procedure

4 Analysis Procedure

5 Experimental Results
5.1 1 pmspheres . . . . . .. L
5.2 5 pumspheres . . . ...
5.3 10 pm spheres . . . . . ..

6 Conclusions

41

00~ -1 =3



1 Project Introduction and Summary

The underlying goal of this project was to see if laser light could be used to detect the
presence of particles that have micrometer (um, millionths of a meter) size dimensions. It is
hoped the results of this work could contribute to an understanding of how we might detect
airborne hazards, such as the airborne Anthrax spores, which is known to have a size of
approximately 1004 m. The original idea for this goal came during the “Anthrax in the
mail” scare in late 2001 /early 2002. We began wondering if something the size of Anthrax
(100 pm) could be optically detected (e.g. using a laser beam). During the term of this
research grant, we have made excellent progress toward these goals.

Although airborne micron-sized particles are invisible to the naked eye, and pass right
through common air-filtration systems, the premise of this work is that laser light would
somehow interact with small (micron-sized) particles (uparticles), giving us an indication of
their presence and size. Indeed this happens. We have found that as laser light penetrates a
sample of test pparticles, most of the light passing right through. Some of the light, however,
scatters off of the uparticles, sending the light into random directions with respect to the
incoming laser beam. The scattered light levels are very low, much less than a conventional
photodiode-detector could respond to. For this reason, we purchased a Hammamatsu photon-
detector, which is able to respond to the arrival of individual photons, which are the smallest
quanta of light. So in short, this work detects pparticles based on the the presence of a single
photon that scattered off of the particle. In the actual experiments, we placed the detector at
90° with respect to the laser beam. This creates a maximal discrimination between photons
in the original laser beam, and those that could leave the beam by scattering off of a uparticle.

In the experimental setup, the photon-detector is connected to a 500 MHz digital os-
cilloscope. A sample trace taken with a test sample of 10um particles in place is shown

here. )
Scattered Photon Signal
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In this report, this raw signal is called the “scattered photon signal.” Each peak represents
the arrival of a photon, that was scattered by a uparticle, out of the initial laser beam. The
horizontal axis corresponds to the arrival time of the photon, and the vertical axis is in
voltage (the peak height produced by the ph%ton detector).
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So, our indication that a pparticle is present is at hand. The scattered photon signal.
Processing this signal will actually reveal the size of the particles that generated this signal.
Only a small fraction of the peaks in the above figure exist when the sample is removed, are
dubbed “background” photons.

2 Supplies Purchased

We had almost no equipment needed to implement the ideas outlined in the original grant
proposal. Here is a summary of the items purchased.

Hammamatsu Photon Detector. For detecting the arrival of individual photons.

Optical Table. A 4 foot by 6 foot optical table was purchased to house the experiment,
and allow for ease of experimental configuration. It has been installed in the lab space
of Building 52, Room C22.

Particle Samples. Our pparticle samples were 1, 5, 10, and 100um polystyrene spheres.
All of these samples are similar in size to Anthrax spores. These spheres were dissolved
in distilled water, and placed in a 0.5cm x 0.5cm x 2 cm cuvette.

Optics Hardware. Support hardware was needed to mount the photon detector, laser,
optics, and other components.

Diode lasers. These served as our core light source.

Computer and Interface Electronics. A computer was purchased, as was GPIB inter-
facing equipment. This allowed the computer to acquire data from the oscilloscope
(see the photon Figure above), process the data, and compute the particle size.

Salary. T. Bensky (the P.I.) was paid for approximately 100 hours of work on this project
(to date, much more than 100 hours has been invested in this work, however.)

Future Possibilities. A few components were purchased to investigate extensions of this
work. These ideas were not included in the initial proposal, and were ideas that arose
as the work progressed. In particular, we wish to run this experiment with the laser
in pulsed mode (not continuous-wave mode). To modulate our diode laser, a Kerr cell
and nanosecond pulse generator was purchased.

3 Experimental Procedure

To begin, we used existing equipment to drive a 30 mW 632 nm diode laser. This laser
system had sufficient light intensity for this work. We also have limited control over the
wavelength, which we’ve temperature tuned between approximately 625 and 640 nm. For
our test samples, we acquired 1.0, 5.0, and 10.0 pm sized polystyrene spheres. The spheres
are dissolved in a small cuvette filled with water. The laser beam is aimed at the cuvette,

4
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which subsequently penetrates the water/sphere sample. The basic experimental setup is
shown below.

Photon Detector === (_gcope s Computer

Scattered Photons

Laser

Cuvettecontaining Micro-spheres

The nature of the signal observed on the detector is as follows. Particles with pum sizes
are constantly bombarded by the molecules in the solvent (water in this case). Airborne
Anthrax is bombarded the the surrounding air, which can keep it airborne for up to 2 weeks.
These bombardments constantly keep the particles moving about, in Brownian motion. Their
movement and positions are related to their size, and will dictate whether or not they will
move in and out of the laser beam, scattering photons out of it, and into the detector. For
a cuvette, containing a given particle size, the scattered photon signal on the oscilloscope is
our raw data. Hidden in this data are clues as to the size of the particles in the cuvette.

4 Analysis Procedure

Careful inspection of the scattered photon signal (above), reveals that the photon arrival
times are correlated. That is, they seem to arrive in “clumps” and are not randomly dis-
tributed in time. The correlation time of this signal, 7. is somewhat like the “average
clumping time” of these photons. In other words, on average, how long in time does a
typical clumping of photons last?

A measure of 7. can be found using the correlation function, which is defined as

Corr(r) = / I(t)I(t+ 7)dt, (1)
where I(t) is the photon count function, which here is the raw oscilloscope “scattered
photon signal.” There is a simple way of understanding what the correlation function mea-
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sures. In short, I(t) is multiplied by itself with a time lead or lag (7), I(t + 7). The product
is then integrated. The more overlap (or similarity) that exists between the I(¢) and I(t+7),
the larger the value of the integral will be. Hence, the 7. is a measure of how self-similar (t)
is in time. For the scattered photon signal, this will be a measure of the photon clumping
time. For a typical photon signal, software we wrote computes a correlation function that
looks like this:

0.035 T T T

corrO0O3. dlat' R

0.025

Correlation

0.015

O0.005

Time (sec)
The parameter 7 in Equation 1 is plotted on the x-axis, and the result of the integral
on the y-axis. Clearly the scattered photon signal becomes less and less similar to itself
for larger and larger lead/lag times, 7. For this experiment, the correlation is exponential,

following the function

Corr(r) = Ae P7. (2)

Our strategy then is to acquire a scattered photon signal, calculate the correlation for it,
fit an exponential to the correlation, then use the “B” parameter in Equation 2 to compute
the particle size. The resulting equation for the particle size (radius r) can be found from

 2kTK?
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This theory was not developed by us, and can be found in the literature (in particular, F.
Reif, Fundamentals of statistical and thermal physics). 1t is related to how particles move in
three-dimensional Brownian motion. The parameters here as as follows. k is the Boltzmann
Constant (k = 1.38 x 10723 J/K), T is the temperature (7' = 316 K), K is the scattered

photon wavelength (2* = 1.87 x 10" m~* at A\ = 630 nm), and 7 is the viscosity of water,

by
which is 7 = 936 x 10~¢ Poises. 6
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5 Experimental Results

We ran the experiment, as described above, for three different sizes (1, 5, and 10 pm) of
micro-spheres, dissolved in distilled water. For each size, we took several runs and computed
the particle size. We histogrammed the results, which are presented here.

5.1 1 um spheres

Experiment: 20 runs, Average computed particle size=0.84 p m.

Sample—1 micron spheres

S T
ATumm__hist.dat” ———
5 | —
a - —
=
s 3 - —
=31
[
2 - Average—0 .84 micrometer —
Std. Dev.—0.093 micrometelr
1 |- —
o

L L L
o o.5 a 1.5 2
Particle Size (micrometers)

5.2 5 um spheres

Experiment: 12 runs, Average computed particle size=4.95 p m.
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Sample=5.0 micron spheres

Counts
W
[

Sum__hist. ]

Average=4.95 micreimeter

Std. Dev.=0.33 micrgmeter

5.3 10 pm spheres

Experiment: 10 runs, Average computed particle size=10 p m.

Sample=10 micron spheres

a (S3
Particle Size (micrometers)

a T

Counts
N
[

10u mihi'st_dat’

7 7 Average=10 micrometer

Std. Dev.=1.63 micrjlometer

10
Particle Size (micrometers)

In all cases, performed over several days, we see a clear tendency of our data to fall near
and around the expected particle size.
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6 Conclusions

The original premise of this grant proposal was to see if particles with um sizes, in a defined
volume could be discerned using a laser beam. We feel as if this goal has been achieved. The
primary shortcomings of our conclusions, as of this writing, is that this technique has not
been tried on airborne particles. The Anthrax virus, at least what troubles the United States
Postal Service, is airborne. At this point, there are two outstanding questions in adapting
this work to the airborne case:

1. A suitable sample. We need to find and acquire a sample of pparticles that could
remain airborne in a defined volume. Our best guess it to construct a small chamber
with a circulating fan to “blow” the particles around.

2. Theory. The theory used in this work was for particles executing Brownian Motion. It
is unclear whether this theory would hold with persistant air current.

We believe the technique presented here would be adaptable to an airborne particles.
The outstanding issue outside of the two just mentioned are in particle concentration. In our
test here, we could increase our particle concentration, as needed, to achieve a suitable signal
to noise ratio at our detector. From what we’ve learned, Anthrax spores “float” through
the air by themselves, essentially as a single, micron-sized particle in a given volume (like
a room). Certainly a single spore will not produce enough scattered photons to build up a
suitable data set.

Despite this low concentration, we still believe this technique has potential for detecting
airbone micron-sized particles. How? The low concentration is a problem for this reason.
The particle to be detected must interact with the laser beam (many times), so photons may
be scattered off of it, and a signal at the photon detector may be registered (or, many similar
sized particles must interact with the laser beam). A small particle “floating” near the top
of a room may not interact (or take along time to interact) with a laser beam situated near
the floor. And one interaction isn’t enough. Many interactions are needed to produce a
scattered photon signal that can be analyzed.

However, this problem might be overcome with an intense, scanning laser beam. A volume
may be defined, perhaps a 1 m? volume (a mail scanner might have such a dimension). Simple
optical elements could resize the laser beam to be 1 m in size. Such beam expansion would
greatly reduce the laser intensity, but a more intense (10’s of Watts) laser could be used.
Multiple passes of the laser scanner through the volume could produce multiple scattered
photons even off of only a few particles.
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ABSTRACT

In attempt to further de-linearize the six degrees of freedom model currently used
by the Calpoly Flight Simulator, gear drag forces were added in order to replicate its
effects on the handling qualities of actual aircraft. Modifications to both the C++ coded
S-function and alterations to the counterpart gear configuration text file were
accomplished to complete the assigned task. A Simulink model was created to handle the
newly-assigned task of gradual lowering and rising of the gear devices. The result is both
a gear configuration that creates the necessary pitching moments induced when lowered,
and code to account for ground, as well as in-flight, force production. Lastly, effort was
put forth to develop a data read system from Excel to efficiently aid in rapid prototyping

using the flight simulator text files.
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NOMENCLATURE

SYMBOL DEFINITION UNITS
6dof7 Six Degrees Of Freedom Model

A Area ft> (m?)

D Drag Force Ibf (N)
Cq Coefficient of Drag
CG Center of Gravity For Aircraft

F Force 1bf (N)

L Roll Moment about the aircraft X axis Ibf-ft (N-m)
M Pitch Moment about the aircraft Y axis Ibf-ft (N-m)
N Yaw Moment about the aircraft Z axis Ibf-ft (N-m)
Vp Vector composing velocities [U 14 W] ft/s (m/s)
U Velocity along the aircraft X axis ft/s (m/s)
A% Velocity along the aircraft Y axis ft/s (m/s)
w Velocity along the aircraft Z axis ft/s (m/s)
X X axis position of coordinate system ft (m)

Y Y axis position of coordinate system ft (m)

Z Z axis position of coordinate system ft (m)

b Damping Constant Ibf-s/ft (N-s/m)
d Diameter ft (m)

k Spring Constant Ibf/ft (N/m)

1 Length of strut ft (m)

t Thickness ft (m)
Us, Free-stream Velocity Scalar, U > + V> +W? ft/s (m/s)
q Dynamic Pressure, 12 * py? Ibf (N)

Density

slug/ft® (kg/m’®)

Any Legal Character String For Source Code File Name

SUBSCRIPT DEFINITION
atm Earth Coordinates, Atmospheric
gear Gear Coordinates

body Body Coordinates
max Maximum
strut Gear Strut Value
tire Gear Tire Value
T True, Body Coordinates
t Torsional Constant
X X axis direction
y Y axis direction
zZ Z axis direction
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INTRODUCTION

In an effort to decrease the linearity required for realistic simulation of an aircraft
a six degrees of freedom model was adapted from the previous Simulink S-function code.
This new addition would incorporate braking and handling while the aircraft was located
on the ground. The simulator code also managed to include portions that allowed shock
absorber simulation using spring and damping constants for the aircraft to land.
Contrarily, one of the major shortcomings of this modeling was that it only tabulated

forces while in contact with the earth and negated the effects of landing gear in flight.

In order to append to the work previously done by Chris Atkinson’s senior
project, the C++ code was further modified to allow force calculation both on the ground
and while in flight. These additions would allow the results to not only add to the realistic
quality of the Calpoly Flight Simulator but moreover demonstrate the effect of gear
design and their consequences on aircraft behavior. Through assorted modifications of
the gear arrays variables included in the text file, an infinite number of gear

configurations are possible.

With inclusion of this module the next step was to incorporate a system that
allowed the gear to trigger on and off depending on the Simulink model. While the
previous version kept a constant gear down value, this technique of handing the landing
gear would cause problems with a routine that integrated forces into the flight dynamics.
In an effort to alleviate these issues, a trigger based on elevation was designed that would

permit the landing gear to enable only when required. An addition to this model has also
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accounted for the extension and retraction of the landing gear and the resultant on the

forces.

Lastly, an Excel database capable of generating the necessary text files was
created to reduce the time needed for rapid prototyping of various gear configurations.
This would effectively reduce the required intricate knowledge required to modify the
heavily structured files read by the C++ coding. The process has now been reduced to
simply a matter of inputting the amount of gear needed to be modeled and the respective

variables into an already formatted spreadsheet that generates when desired.
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ANALYSIS

For proper initiation of the gear drag forces and their counterpart moments, the
equations had to be generated along with their handling methods in order to code the
model efficiently. First, the normally-used equation for generating drag across an aircraft

was taken and manipulated to solve for the drag to be generated.

Coordinate Systems

Gear Coordinate System
X Axis Forward in Direction of Rotation
Y Axis Axis of Rotation
Z Axis Along Strut
L Moment Rotation about X Axis
M Moment Rotation about Y Axis
N Moment Torsional Rotation about Z Axis

Body Coordinate System
X Axis X Axis: Out Through Nose of Aircraft From CG
Y Axis Y Axis: Out Along Right Wing From CG
7 Axis Z Axis: Down From CG
L Moment Roll, ¢
M Moment Pitch, 6
N Moment Yaw, y

Area Coordinate System
X Axis Front Gear Area
Y Axis Side Gear Area
Z Axis Bottom Gear Area

Table 1: Coordinate Systems

While air density (p) was the only constant value for all axes required, true velocity (V)
had to be imported from body coordinated to gear coordinates, and the necessary

coefficients of drag (Cq4) and area (A) numbers had to be read in.

S7



Figure 1: Gear Coordinate Axes

Ca= 1/ * _>xl<) 2 %
Vxp*p*4
Equation 1: Drag Force Formula

Tackling the drag force required the breaking up of each area and coefficient of
drag into their respective axes first and then using summation of all contributing drag
creation areas into a main point force. Each summation is performed on the individual
gear and then their contributions are related back to the main aircraft. While the equations
for the drag on the Y and Z axis of the gear are similarly a combination of strut and tire
drag, the Z axis strut drag is negated since only tire is exposed. Please note the drag
forces are referenced according to the axis in which they act upon and not the area plane
in which they act normal to (i.e. X drag force requires the frontal gear area projected onto
the Y plane). The introduction of this unorthodox coordinate system has been created in
order to resolve any issues concerning the representation of 3-D models in a 2-D

environment and separate the area from planar designations.
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D, ==*p*Ut* Y (C,*4),
Dy = —%*p*[ﬂ *Z(Cd *A)y
D, ==lo*p*w* Y (C,*4),
Equation 2: Drag Force Summation on Singular Gear
o - _qx *((Cd" >l<14)5)5‘”74),‘ +(Cd-‘ *Ax)tire) qx = A*p*Uz
—_ 2
Dy - _qy *((Cdy *Ay )strut +(Cd«" *Ay )tire) qy - A*IO*V

z tire
Equation 3: Drag Formulas for Gear Axes

=4 =d, *l
X strut y strut strut strut
= =t *
X tire z tire tire tire
d 2
—_ sk tire
y tire T 4

Equation 4: Gear Area Formulas

The formulas for the areas and their simplification to more elementary portions
are depicted in Equations 4 and 5. Notice that the Y and X contribution for strut drag are
completely identical. This result is due to the assumption that the strut is essentially
cylindrical in nature along the Z axis. While a box-like configuration could be edited into
the coding with very little difficulty, the result would overcomplicate the gear array with
dimensions for all axes and their coefficients of drag. Rather then have the user identify
six new variables, two now take their place in order to maintain usability for common
users upon completion. The tire design itself is again simplified down to a smaller

cylinder with rotational axis perpendicular to the ground with very little lost in this
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translation to code.

Figure 2: Aircraft Coordinate System

L :F; >l<)fboa’y
M :F;C*Zbody
N=F*X,,

Equation 5: Force Relations to Aircraft Moments

Now with the forces rendered, the necessary couples on the aircraft are created by
moving the point forces to the CG and multiplying them by their appropriate lever arms.
The equations listed within Equations 6 relate the aircraft moments’ effects to their
causes on the landing gear conversion. For the conversion of the moments, special
attention was paid to the lever arms since the moment would be affected drastically, i.e.,
reduced or increased through improper initiation. For calculations of the moment arm,
first the coordinates are translated to the gear axis using the offsets defined by the
user-specified values. Once translated to the zero axes of the gear coordinates, the

centroid of area is calculated using the formulas in Equation 6 to determine the necessary
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offset on the Z axis in which to apply the point drag force. The Z formula has been given
a subscript to indicate the contributing area (X: frontal area or Y: side area).
_ ZAi*xi _ zAi*yi
X =te— Y=t
>4 >4
Equation 6: Area Centroid Equation

No centroid equation is applied to the Z axis itself since it is an assumed rigid
body with no bending displacement from gear alignment. Accounting for this bending
effect in the X and Y axes would effectually overcomplicate the landing gear portion of
the code beyond that of the processors capability. In addition, many of the spring and
damping values for the shock absorber would need to be reevaluated at each time step
due to the decreasing effectiveness of the shock absorber once contorted. The final
equations denoted are the centroid calculations as measured from the zero points along

the X, Y, and Z gear axis.

/ d.
% % tire
Ax strut 5 + Axtire lstmt +

* A

A . *£+A . *(Z +dtire]
v strut 2 ytire strut 2
and Z_ =

+ 4 7 A

+
xtire ¥y strut ytire

Equation 7: Area Centroid Calculation

N

X strut

[lwml * dvtrut] * |:l} + [dtire * tt[re * |:lvtrut + d”re:|
7 =— 12 D

i [lstrut * dstmt] + [dtire * ttire]
Equation 8: X Area Centroid

l dtire ’ dtire
[lstrut * dstrut] * |:2:| + [”* (2j :l * |:lstrut + 2:|
) d Y
[lstrut * dstmt] + {n* (tzlrej ]

Equation 9: Y Area Centroid
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PROCEDURE

Initiation of the changes necessary for completion of the task of adding gear
forces began by first editing the C++ S-function code that controlled the six degrees of
freedom model. Inclusion of the needed force generation, appropriate moments and new
variable declarations were completed within the new version. Afterward, a Simulink
model was then generated to allow the gear to toggle on and off as desired while allowing
a smooth transition between no forces and the maximum occurring by full extension of
the gear. Lastly, an Excel macro was formed that would handle the large array of

variables as well as the text file required for variable reading.

S-Function C++ Code

The capability of coding C++ to create entirely unique Simulink blocks expands
the capability beyond the confines of specified blocks. The process requires the two
necessary programs of Matlab 6.0 or higher and Visual C++ or another version of C++
compiler. Once the code is completed or a syntax error check is required, the source is
compiled in a method known to Matlab as “mexing.” Mexing is the equivalent process of
compiling source code using a compiler built into Matlab that ensures inclusion of the
necessary headers a Simulink block requires. Headers, once included, allows the code to
include necessary commands for functionality as a Simulink block. Setting up for mexing
is launched by typing “mex —setup” into the Matlab command window. The setup allows
options to use an outside C++ compiler if available while still maintaining a link to the
proper headers. Once set up, the capability exists to convert any *.cpp file into a *.dll file,

the compiled C++ code that is the driving force behind S-functions. To accomplish the
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actual compiling a user would type mex, a space, and then the given file name with file
extensions *.c or *.cpp. At this point either a *.dll file will be produced or the Matlab
prompt will list the various syntax errors that need correction. Once the *.dll file has been
added to the working directory of the Pheagle Flight Simulator, a name change to the S-

function block mask matching the file name is made to accept the new programming.

To begin, the source of the S-function “sixdof7.cpp” was first opened and then
examined closely for an optimal position to insert the new routine. Upon analysis it was
determined that the desired forces must be independent of whether the aircraft was
airborne or touching earth. For this reason it was opted to insert the module just before
the Boolean based if-then statements controlling the gear up and down handling. From
this point, transitions to the gear- and tire-based coordinated systems are made and drag

force calculations are performed using standard drag formulas.

The velocities are handled in such a manner as to allow breakup of the aircraft
velocities onto the three major gear axes. This approach seemed more practical than a
simplification to a singular scalar velocity acting upon the gear or consideration of only
frontal effects. After computations for forces are accomplished, the forces are
transitioned to the origins based on gear geometry with the proper moment creation
accounted for. Since a process contained at the end of the ground contact code accounts
for translation of these formed dynamics from gear coordinated to the main aircraft body,

the procedure was moved outside the if-then operation to minimize effective changes. To
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conclude the modifications, the newly needed variables were added to the gear text file

reading parameters contained in the model initialization coding.

Simulink Ratio Model

To begin the process, an altitude trigger was installed into the model that could
enable or disable the gear based on height above sea level. Once the function of gear
extension and retraction outputs had been installed, a second layer subsystem was placed
to handle the gradual transfer of the gear. This was deemed necessary due to force
feedback from the Pheagle stick and the shock that would occur when the gear drag

forces occurred.

_,—p Gear Down
Gear Down
[w=] Adtitude
FArea Ratio
From _|—p frea Ratio
Gear Raise

Figure 3: Mask Layer of Gear Trigger Model

Moditying the Simulink model further to accommodate an area ratio input
required an evaluation of the inputs that would be sent to the six degrees of freedom
model. For an initial start-up of the model, the gear output was set to one. During flight
the gear output program then shifts, due to the altitude trigger, between one for gear fully
extended and zero for gear fully retracted. To accomplish this task transfer functions, if
subsystems, constant blocks, merge blocks, and relational operators were used in an
effort to replicate such a signal. A transfer function was decided on mainly for the

purpose of slowing down the signal between full gear extension and retraction to the gear

13
64



forces. For this reason, the first order actuator transfer function was selected to

s+0.5
opt as the area ratio signal since it created a believable settling time and rise time for a

motor driven system.

One issue arose over model initialization since the model required time to slowly
adjust to a solid signal of one for model start-up. In an effort to correct this oversight, an
if-action subset was created to allow the transfer function to slowly correct from the

initial output of zero from the flight simulator.

H [ [,
B :signaldr D # ul =l a= _LE1
Altitude =
hdemony Abz1 : Gear Down
Felational
Operator
If Action
2781
Subsystem
Raise At Altitude (1)
Out1 p—
it {}
ifful < 15) j »
2 g elze herge
Clol B frea Ratio
It hlerge
5 alze {}
L{ — J=in1 Out1 —
=+ .5
Transfer Fond If Action
Subsystemn

Figure 4: Area Ratio Coding and Initialization Parameters

Excel Macros Table Generator

Excel by nature is a powerful engine for calculations and formatting because of
the cell structuring of databases. When coupled with the programming ability of Visual
Basic, it provides the ability to perform tasks outside the range of mere data tracking. In

an effort to enable quick construction of the various text files required by the flight
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simulator, an effort was put forth to create an method that would output specified data
into a tab delimited document. To access the macro ability of Excel, a Microsoft Visual
Basic or similar program should be installed to make full use of modules and various
other functions. Once completed, a right click on any worksheet and the selection of view

code is adequate to bring the user into the Visual Basic editor.

To aid in the process the Visual Basic design toolbar can be used to add event
driven buttons and toggles. Two buttons were used in the design: one to layout necessary
formatting and the second to create the text file upon the user’s desire. Upon completion
of the landing gear output generation code, a master worksheet was created for the
addition of other buttons that handled some of the other important flight simulator text
files. Toggling between the master sheet and new gear forms allows the user to work
independently of established data. This avoids the possibility of deletion or modification
of required data for model operation and experimentation that can be performed by the

Uuscr.

With gear configuration complete, other features for the flight simulator were
added that allowed the text generator to also create the broadcast IP address, gear arrays,
and crash coordinate texts. Another inclusion was a module to handle writing to the other
flight simulator computers, allowing the possibility to write necessary files remotely.
While the designs were not essential, they proved extremely helpful and the progress was

substantial enough to note as proof of working operation.
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DISCUSSION OF RESULTS

The evaluation of the modified gear code has produced interesting, although
expected, results. The drag forces introduced onto the gear provided a distinct negative
pitching moment while extended. Testing has proven that the aircraft, when trimmed into
straight and level flight below the altitude gear-up marker, will cause a positive pitching
moment once the gear is retracted. As expected, by means of the essential drag equations,
the forces increased exponentially as velocity increased. Interestingly enough, this event
occurred a significant amount only on the gear’s X axis, while its effect on the Y and Z
axes could be considered negligible in comparison. This is most likely attributed to the
extreme yaw and roll required to get any noteworthy changes along the Y axis, while the

Z axis would require a stall of equal proportions.

Concerning the file read values used, it was decided to use raw area and
coefficient of drag values rather than approximated aircraft geometry calculations. While
the mathematics involved for assigning a specific configuration for the strut and tire areas
would require no additional text file changes, loss in the configurability of the simulator
would be sacrificed. Instead, it was opted to maintain a user input based value for each
gear, allowing easier adaptation to various experimental gear constructions. Such gear
constructions would include different gear types to be enabled for each leg to test
handling quality. Results from such experimental drag relations for each leg have
confirmed that distance from the center of gravity of the aircraft has proven the most
dominant force. Providing a larger lever arm for the gear forces to operate created a

massive rotation for the aircraft to correct from and required greater pilot adjustment.
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The addition of the additional input parameter for area ratio proved important in
the final design, since testing these new forces would enable feedback on the Pheagle
stick. The area ratio model proved a valuable asset in reducing the shock and load placed
onto the electromagnets controlling the force feedback. This module aided in determining
values for coefficients of drag and areas that produced effects within reasonable margins.
Also, the coding of this parameter allowed a basis on another factor aside from Boolean
input. The gradual transition helped prevent sudden shifts in the aircraft’s dynamics
thereby eliminating the need for massive pilot adjustments or unreasonable moments. The
trigger driving the introduced area ratio, while still based on altitude calculation within
the model, is a configurable parameter capable of managing gear extension or retraction
triggering with exceptional ease. In addition, such a trigger can be recreated to allow a

hardware switch mounted in the cockpit to act as the control with very little modification.

While the source of more realistic results, the area ratio model has also proved to
be the most problematic task of the entire operation. By nature of a transfer function, and
the reason for its use, requires time based on the denominator and numerator setup to
arrive at the desired value. Unfortunately, this conflicts with the flight simulator’s ability
to reset and initialize properly since the initial condition is O for these abilities. This
becomes problematical because the flight simulator now needs time to set the value to 1.
Only a quick fix was managed through the use of if-then blocks. A more in-depth,
permanent solution would require yet another C++ based transfer function capable of

including the reset triggering. The task was deemed unreasonable during the stages of
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development of the gear forces since operation of the forces and moments was considered

the primary task, but this oversight will be resolved at a later time.

18
69



CONCLUSION

The addition of gear drag forces, and modifications to the Simulink model, while
very minute, are essential for the creation of a realistic flight simulator. Various changes
were noted in the flying capability of the Calpoly Pheagle Flight Simulator, including
drastic changes in pitching during gear extension. With these extensions to the gear
module, the true depth of the aircraft is revealed and the knowledge gained can now
allow further additions with ease. The addition of the Excel Table Generator has already
proven its worth between configuration switches and Simulator setup. While the
functionality is still limited, with future work the engine could be capable of creating all
the necessary values in addition to the formats, rendering it an extremely valuable

calculation design tool.

Although the best effort was made to prevent irregularities from being adopted
into the code, some unrealistic results have shown themselves in assorted places. Many of
these problems find their origin in the use of a transfer function to enable a nonlinear
control over the landing gear. The findings support that this may be an issue even with
external hardware control of the mechanism. Only a properly instituted switch with

another C++ coded S-function will truly solve the difficulty.
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APPENDIX A: Gear Configuration Text

With alterations to the coding of the six degrees of freedom model controlling the

flight simulator came changes in the gear configuring array. The most notable of these

additions are placements for strut and tire areas as well as drag coefficient values.

Landi ng Gear Variabl es Listing

1

© 0N O~ WN

WWNNNNMNNNMNNMNNNNRPRPRRPRRERRRPR
PO OWWONOUDRNWNRLROOOOMNOOUODNWNLERO

w
N

Xbody
Ybody
Zbody

2 ¢
absorb
Zstrut

Dstrut
Pext
Pint

y
ktire
kt tire
Acont act

Fx max

I:y max

Fz max

dtire

ttire
Cd strut
G x
Cay
G .

X Location Forward From Aircraft CG (ft)
Location Right FromAircraft CG (ft)
Location Down From Aircraft CG (ft)
Gear Spring Constant (lb/ft)

CGear Spring Constant (lb/ft)

Cear Spring Constant (lb/ft)

Gear Danping Constant (lb-s/ft)

CGear Danping Constant (lb-s/ft)

Initial Gear Damping Constant (lb-s/ft)
Fi ni al Gear Danpi ng Constant (|l b-s/ft)
Wheel O fset Forward (ft)

Cear Torsional Spring Constant(ft-1b/rad)
CGear Torsional Danping Constant (ft-1b-s/rad)
Z Mass Monent OF Inertia (slug-ft2)

Use Strut (1 = yes, 0 = no)

Stroke Length (ft)

Pi ston Di aneter (ft)

External Pressure (lb/ft2)

Internal Pressure (Ib/ft?2)

Pol yt rophi ¢ Conpr essi on Exponent

Tire Spring Constant (Ib/ft)

Tire Torsional Spring Constant(ft-Ib/rad)
Tire Contact Area (ft?2)

Maxi mum X Cear Force (Ib)

Maxi mum Y Gear Force (Ib)

Maxi mum Z Gear Force (Ib)

Tire Dianmeter (ft)

Tire Thickness (ft)

Strut Coefficient O Drag (ft”"2)

Front X Tire Coefficient O Drag

Side Y Tire Coefficient O Drag

Bottom Z Tire Coefficient O Drag

N N<XN-<XNX

Table 2: Gear Variable Array

For each piece of landing gear the following 32 variables are necessary for

operation and none of which can be omitted. These values classify as orientation,
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dimensioning, dynamics, or drag characteristics for the individual pieces and can be
unique to each leg. A reminder, when translating this to actual code the C++ counting
system for all text files associated with the “6dof7”” model begin at 0 thus the output from

the table creator will show only 31 as its final number.
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APPENDIX B: Table Creator Source Code

The written text exporter code follows a simple format and is divided into two
critical parts. The first section sets up the needed variables to write the specified block to
a text file, while the second portion performs the routine of writing the given section to a
text file of specified name. The subdivision of content and the writing function allows

further additions of text generation buttons so long as the proper variables are specified.

Private Sub ConmandButtonl_C i ck()

Create F-4 Gear Text
Variabl es are Starting Colum, Starting Row, Ending Col um, Ending Row, Sheet

name, Text name

End

Tabl eCreation 1, 3, 5, 89, "F-4", "SinGear.txt"
Wor ksheet s(" Master™). Range("126") = "F-4 Phantom CGear File"

Sub

Figure 5: Call Command for Text Write Function

The writing routine itself relies on for-statements to read through each row to a
specified column, print the contents to a file, and then move to the next row. The process
repeats until the last row is reached, whereupon a blank line is written and the file is
closed. The path and file name must be specified prior to writing the file but, since each
specified range of cells corresponds to one file in a specific location in the Flight
Simulator file structure, the predetermined path allows files to be generated only where
needed. In addition, with error checking removed the files are allowed to overwrite
existing files of the same name thus not requiring reconfiguring of the actual Simulink
blocks. As long as the data for the Pheagle is stored into a cell array, it too can be called

and written using the same button call as specified above.

22
73




Sub Tabl eCreation(Col Start As Integer, RowStart As Integer, Col End As Integer, RowEnd As

Integer, Shtnane As String, Destfile As String)
' File creation routine for tables

Di nension all variabl es

Dim Fil eNum As | nteger

Di m Col utmCount As | nt eger

Di m RowCount As | nteger

DimPath As String

Specified path in which to wite to

Path = "\\ Crewchi ef\c\ Pheagl e 4. 0\ Wr ki ngdi r\ Lat est Versions\"
' Obtain next free file handl e nunber
Fil eNum = FreeFil e()

" Turn error checking off

On Error Resune Next

' Attenpt to open destination file for output
Open Path & Destfile For Qutput As #FileNum

" If an error occurs report it and end

If Err <> 0 Then

MsgBox "Unable To Create File: " & Filenane, vbCritical, "File Status"
End

End If

" Turn error checking on
On Error GoTo O

Wor ksheet s( Sht nane) . Sel ect

Wor ksheet s( Sht nane) . Range(" A1") . Sel ect
" Loop for each row in selection

For RowCount = RowStart To RowEnd
' Loop for each colum in selection
For Col umCount = Col Start To Col End
" Wite current cell's text to file

Print #FileNum Selection.Cells(RowCount, ColummCount). Text;

' Check if cell is in last colum

I f Col umCount = Col End Then

" If so then wite a blank line
Print #Fi|leNum

El se

' Otherw se tab over

Print #Fil eNum Tab;

End |f

' Start next iteration of ColumCount |oop
Next Col ummCount

' Start next iteration of RowCount | oop

Next RowCount

"Close destination file
Cl ose #Fil eNum
' Return Back to master sw tchboard and return success status

Wor ksheet s(" Master"). Sel ect

MsgBox "File Has Been Successfully Created: " & Destfile, , "File Status"
End Sub

Figure 6: Text File Write Routine
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APPENDIX C: Table Creator Sample Output File

The file generated from the table creator corresponds precisely with the format
required from the S-function read in. To allow for future reference and configuring of the
gear text file the values currently used are displayed below within the table structure of
Figure 7. Note that the cell values must be tab delimited when copied from this table to

maintain program readability.

3 | Nunber of Pieces of Landing Cear
(0) Back Right Leg ------------------
-2.9| 0 | x Location forward (ft)
9 y Location right (ft)
8.5 z Location down (ft)
20000 kx (Ib/ft)
20000 ky (Ib/ft)
0 kz (Ib/ft)
4000 bx (Ib s/ft)
4000 by (Ib s/ft)
3000 bz Initial (Ib s/ft)
8000 bz Final (Ib s/ft)
0 Wheel offset forward (ft)
5000 kt (ft Ib/rad)
2000 bt (ft I'b s/rad)
100 Iz (slug ft"2)
1 Use Strut (1 - yes, 0 - no)
1.32 Stroke (ft)
0. 25 Pi ston Dianeter (ft)
2116. 8 External Pressure (lb/ft"2)
55237 Internal Pressure (Ib/ft"2)
1.2 Pol ytropi ¢ Conpressi on Exponent
120000 Tire Spring Constant (Ib/ft)
5000 Tire Torsional Spring (ft |b/rad)
0. 35 Tire Contact Area (ft”"2)
120000 Maxi mum x Force (Ib)
150000 Maxi mum Y Force (Ib)
190000 Maxi mum z Force (Ib)
3 Di ameter of Tire (ft)
1 Tire thickness (ft)
0.1 Strut coefficient of Drag
1.18 Tire Frontal coefficient of Drag
1.16 Tire Side coefficient of Drag

O (N0 |W[IN|F

=
o

[
[

=
N

=
w

l_\
A

[EEY
ol

=
»

[
~

[EEY
(o]

=
©

N
o

N
=

N
N

N
w

N
N

N
ol

N
»

N
~

N
(o]

N
(o]

w
o

24
75



1. 18\31‘Tire Bot t om coefficient of Drag

(1) Back Left Leg -------------------

-2.9

0

X Location forward (ft)

-9

y Location right (ft)

8.5

z Location down (ft)

20000

kx (1b/ft)

20000

ky (1b/ft)

0

kz (Ib/ft)

4000

bx (1b s/ft)

4000

by (1b s/ft)

3000

bz Initial (Ib s/ft)

8000

OO (N0~ |W[IN|F

bz Final (Ib s/ft)

0

=
o

Wheel offset forward (ft)

5000

[ERN
[ERN

kt (ft Ib/rad)

2000

=
N

bt (ft |b s/rad)

100

=
w

Iz (slug ft"2)

1

=
IS

Use Strut (1 - yes, 0 - no)

1.32

[EEY
ol

Stroke (ft)

0. 25

=
»

Pi ston Di aneter (ft)

2116. 8

=
\l

External Pressure (Ib/ft"2)

55237

[EEY
(o]

Internal Pressure (Ib/ft"2)

1.2

=
©

Pol ytropi ¢ Conpressi on Exponent

120000

N
o

Tire Spring Constant (Ib/ft)

5000

N
=

Tire Torsional Spring (ft |b/rad)

0.35

N
N

Tire Contact Area (ft”"2)

120000

N
w

Maxi mum x Force (Ib)

150000

N
N

Maxi mum Y Force (Ib)

190000

N
ol

Maxi nrum z Force (Ib)

3

N
(o2}

D aneter of Tire (ft)

1

N
~

Tire thickness (ft)

0.1

N
(o]

Strut coefficient of Drag

1.18

N
©

Tire Frontal coefficient of Drag

1.16

w
o

Tire Side coefficient of Drag

1.18

31

Tire Bottom coefficient of Drag

(2) Nose Leg

21.2

X Location forward (ft)

0

y Location right (ft)

8.5

z Location down (ft)

20000

kx (1b/ft)

20000

ky (1b/ft)

0

kz (Ib/ft)

4000

bx (1b s/ft)

4000

by (1b s/ft)

800

bz Initial (Ib s/ft)

2000

O N0~ |WIN|FL O

bz Final (Ib s/ft)

-0.5

=
o

Wheel offset forward (ft)
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1000 | 11 | kt (ft Ib/rad)
1000 | 12 | bt (ft Ib s/rad)
50|13 |1z (slug ft"2)
1|14 | Use Strut (1 - yes, 0 - no)
1.32 | 15| Stroke (ft)
0.132 | 16 | Piston Di aneter (ft)
2116.8 | 17 | External Pressure (lb/ft"2)
55237 | 18 | Internal Pressure (lb/ft”2)
1.2 | 19 | Pol ytropi ¢ Conpressi on Exponent
120000 | 20 | Tire Spring Constant (lb/ft)
5000 | 21 | Tire Torsional Spring (ft |b/rad)
1|22 | Tire Contact Area (ft"2)
110000 | 23 | Maxi mum x Force (I b)
110000 | 24 | Maxi num Y Force (I Db)
140000 | 25 | Maxi num z Force (I b)
3|26 | D aneter of Tire (ft)
1|27 | Tire thickness (ft)
0.1 |28 | Strut coefficient of Drag
1.18 |29 | Tire Frontal coefficient of Drag
1.16 |30 | Tire Side coefficient of Drag
1.18 |31 | Tire Bottom coefficient of Drag

The current configuration listed relies on three pieces of gear: the nose leg, the

Table 3: Sample Write Routine Output

back right leg, and back left leg. The can support the addition of more gear but limitations
on the Simulink model itself requires modifications to include these additional gear. For
this reason only the setup for these mandatory pieces are included but with minimal
modifications the code can accept the current model maximum of ten. Arrangements in
excess of ten landing gear legs become too bulky for the model to support and thus cause
processing delays that affect the real time simulation. In addition, to maintain rapid
simulation objectives three is also coded into the table system in order to minimize
Simulink model modifications necessary. Alterations from this standard three landing
gear pattern result in mandatory reassigning of the input arrays for the braking, steering,

and wheel angle as listed in the Simulink model input table.
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APPENDIX D: Simulink Model Parameters

Port . .

Nurber Input Data Title Units Range
1 Aircraft Weight I bm 1
2 Control s Ncontrol s
3 Air Density, p slugs/ft?3 1
4 External Body Forces, Fyx, Fy,, F; | bf 3
5 External Body Mnents, L, M N ft-1Dbf 3
6 Atnospheric Earth Velocity, Vx atm VYW atm Vz atm ft/s 3
7 At nospheric Earth Accel eration, Vi atm Vy atm V2 atm ft/s 3
8 Initial Earth Position, X, Y, Z ft 3
9 Initial Euler Angles, ¥, O, o rad 3
10 Initial Body Velocity, U, V, W ft/s 3
11 Initial Body Rates, p, Q, [ rad/s 3
12 Speed of Sound, a ft/s 1
13 Coefficients of Friction, us, uk 2
14 Br ake Force | bf Ngear
15 Wheel Angle rad Ngear
16 Steering Engaged (1 = yes, 0 = no) Bool ean Ngear
17 Gear Down (1 = yes, 0 = no) Bool ean 1
18 Area Ratio 1
19 Reset (1 = yes, 0 = no) Bool ean 1

set forth in the appropriate text file. The gear parameters are contained within the gear

Table 4: Simulink Input Ports

In Tables 4 and 5, “n” refers to a user defined number based on the specifications

configuration text file while controls and parameters are provided in the table of

coefficients. For the remainder of the range values, the numbers designate the width of

the signal required for operation of the model. Neglecting these critical port widths with

result in an error within the model and a prompt requiring alteration until the matter is

corrected. If issues arise over the operation of the model based on a “6dof7” block error,

check to ensure all port widths are assigned properly based on the desired configuration.
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Port

Nurrber Qutput Data Title Units Range
1 Earth Position, X, Y, Z ft 3
2 Euler Angles, ¥, O, o rad 3
3 Body Velocity, U, V, W ft/s 3
4 Body Airspeed Velocity, Ur, Vi, W ft/s 3
5 Body Rates, p, (, I rad/ s 3
6 Angl e-of -Attack & Sideslip Angle, o, B rad 2
7 Load Factor g's 1
8 Force & Monment Derivatives, G, G, C, G, G, G 6
9 User - Def i ned Npar am
10 Landi ng Gear Body Forces, Fx gear, Fy gears Fz gear | bf 3
11 Landi ng Gear Body Monents, Lgear, Mear, Nyear ft-Ibf 3
12 Maxi mum X Gear Force | bf Ngear
13 Maxi mum Y Gear Force | bf Ngear
14 Maxi mum Z Gear Force | bf Ngear
15 Weel Angle rad Ngear
16 On Gound (1 = yes, 0 = no) Bool ean 1
17 Gear Fail (1 = yes, 0 = no) Bool ean 1
18 Crash (1 = yes, 0 = no) Bool ean 1

Table 5: Simulink Qutput Ports

For the units, the majority of the values designated as English system
measurements with the exception of those marked as “Boolean”. Boolean is a term
denoting a value of 1 or 0 and fundamentally acts as a switch with an on or off position.
While the program is the capable of allowing the ports to accept values other then the
designated 1 or 0, the values are converted internally to Boolean using the reference of
greater then or less then 0.5. The use of Boolean is very common and appears
predominately in buttons or triggers whether it be hardware or software. Caution must be
exerted when using values of this nature while programming in Simulink since the on

position must be constant to create a lasting effect unless programmed otherwise. In
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addition, these signals create sudden changes that must be accounted for within the
Simulink model. The limitation of the signal to merely on or off can create sudden shocks
to the model and can cause damage to flight simulator components if used carelessly. To
avoid these issues, ensure that a gradual signal is produced for variables controlling flight
performance or hardware using either a coded S-function, or the transfer functions and

rate limiter blocks provided by Simulink.
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Heat Collection Element Glass to Metal Seal Redesign
For Solar Power Generation Plant
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Abstract

KJC Operating Company operates three solar energy plants in the Mojave Desert that
couple large solar arrays to a conventional steam plant for power generation. KJC has
experienced repeated failures of one very expensive element in their system. This
element is a glass tube used to shield a stainless steel pipe, which carries a heat transfer
fluid through the collectors. This glass tube is subjected to extremely high temperatures
and must hold a vacuum to limit the heat transfer from the system. The joint at the end of
the glass tube has specifically been a problem. Failure of these elements has cost KJC
upwards of $2,000,000 per year. The scope of this work as outlined in the original
proposal was to develop new design concepts, perform detailed analysis on all feasible
concepts concentrating on the coupled thermal structural interaction at the joint that is
failing, and test critical elements of the proposed designs including high temperature
sealing techniques. The focus of this project changed significantly early on as it became
clear in our initial investigations that no one had a clear idea of exactly what temperatures
the problem joint was being subjected to. As a result this phase of the project mainly
focused on developing heat transfer models that could accurately predict the temperature
distribution in the joint under the varying conditions seen throughout the year. Test data
was gathered on site with the support of KJC operating company to validate the models.
Predictions of worst-case temperature distributions were then generated using the models.

Preliminary analytical work has been completed for a few design alternatives based on
the computed temperature distributions. This work looks at possible solutions in a
qualitative fashion to determine if further exploration is warranted.

Background

K